
Electronic Excitations in Metals and at Metal Surfaces

E. V. Chulkov,*,†,‡ A. G. Borisov,§ J. P. Gauyacq,§ D. Sánchez-Portal,† V. M. Silkin,‡ V. P. Zhukov,‡ and
P. M. Echenique†,‡

Departamento de Fı́sica de Materiales and Centro Mixto CSIC-UPV/EHU, Facultad de Ciencias Quı́micas, Universidad del Paı́s Vasco UPV/EHU,
Apdo. 1072, 20080 San Sebastián/Donostia, Basque Country, Spain, Donostia International Physics Center (DIPC), Paseo de Manuel Lardizabal 4,

20018 San Sebastián/Donostia, Basque Country, Spain, and Laboratoire des Collisions Atomiques et Moléculaires (CNRS UMR 8625),
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1. Introduction
Electron excitations in metal systems play an important

role in many chemical and physical phenomena. They are
of paramount importance for energy transfer in photochemi-
cal reactions,1 in particular, in photodissociation and pho-
todesorption processes.2 They are essential for excitation
mediated desorption and oxidation of molecules at surfaces3

as well as for electron localization at interfaces.4 It was
recently shown that electronic excitations form a natural
bridge between large-amplitude vibrations of molecules on
metal surfaces and efficient electron emission.5 It was then
argued that the conversion of these vibrations to electronic
excitations is a clear indication of a strong nonadiabatic
character of chemical reactions on metal surfaces. Electronic
excitations have a profound impact on molecular motion
induced by femtosecond laser pulses6 and play a large role
in catalytic reactions as well as in spin transport within bulk
metals, across interfaces, and at surfaces.7-9

At metal surfaces, in addition to bulk electron states, new
electron states arise. These new states can be classified as
intrinsic surface states and image-potential states. Intrinsic
surface states predicted by Tamm10,11and later by Shockley12

appear due to the cleavage of bulk metal. They are strongly
coupled to the surface: the maximum of the probability
density of these states is close to the surface atomic layer,
and the density decays exponentially both into the bulk and
into the vacuum. Since the first measurement of a surface
state on Cu(111),13 surface states have been studied on many
metal surfaces.14,15 Image-potential states are generated by
a potential well formed by the Coulomb-like attractive image
potential barrier and the repulsive crystal barrier.16-22 This
potential well gives rise to a Rydberg-like series of image-
potential states localized mainly in the vacuum side in front
of the surface. The maximum of the probability density for
the first image-potential state is several angstroms away from
the surface and increases quadratically with the quantum
numbern. Therefore, image-potential states are coupled to
a surface much weaker than the surface states.

One of the key quantities of the excited electron is its
lifetime, which sets the duration of the excitation. Moreover,
in combination with the velocity, this lifetime determines
the mean free path, a measure of influence of the excitation.
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Lifetime is controlled by the interaction of the excited
electron with other quasiparticles, e.g. with single-particle
excitationsselectrons and holessor/and with collective
excitationssphonons, magnons, and plasmons. These inter-
actions change the energy and momentum of the excited
electron (inelastic scattering of the electron on other quasi-
particles) whereas a scattering of the electron on defects
causes only a change of momentum (elastic scattering of the
electron).

Electron (hole) excitation energies as well as the excited
particle decay are closely related to the electron band
structure of a metal, and via the interaction with phonon,
magnon, and plasmon excitations, these quantities are also
related to the phonon, magnon, and plasmon spectra of a
metal. All these characteristics, electron, phonon, magnon,
and plasmon spectra, as well as the decay rate (inverse
lifetime), depend on the dimensionality of a system. For

instance, on metal surfaces the decay of electrons excited in
surface electron states will be modified by the interaction
with surface phonons, magnons, and plasmons.23-31 There-
fore, decay mechanisms on surfaces may be very different
from those in the bulk.32-35 Bulk metals exhibit three-
dimensional (3D) translational symmetry that leads to a
discrete electron spectrum at any selected momentum in the
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Brillouin zone. To illustrate this, we show the band structure
of bulk Cu in Figure 1. With such an electronic structure,
the decay of excited electrons in the absence of defects can
occur only via inelastic scattering of the excited particle on
other quasiparticles (other excited electrons, phonons, mag-
nons, and plasmons). The formation of a metal surface leads
to a loss of translational symmetry in the direction perpen-
dicular to the surface. As a result, a metal surface exibits
two-dimensional (2D) translational symmetry and bulk states
form a continuum of electron states with energy gaps in the
projection of bulk band structure onto the 2D Brillouin zone.
In Figure 2, we schematically show the projected bulk band
structure as well as the energy positions of surface and

image-potential states for Cu(111) (Ag(111)) and for Cu(100)
(Ag(100) and Au(100)). The figure shows that, on metal
surfaces, there exist not only gap surface and gap image-
potential states, but there also exist resonance surface and
image-potential states which lie outside energy gaps and,
therefore, are degenerate in energy with bulk electron states.
The change of the electron state character from the gap one
to the resonance one results in a change of the dominating
decay mechanism from many-body electron-electron (in-
elastic) scattering to a one-electron transition: the energy-
conserving resonant electron transfer into the bulk metal
states. The latter mechanism is more efficient than inelastic
electron-electron scattering for electrons excited into reso-
nance states. This one-electron decay mechanism does not
exist in bulk metals. However, it is ubiquitous on clean metal
surfaces, on surfaces with adatoms, and on surfaces covered
with adlayers.

The decay rate of an excited electron or hole can be
presented as a sum of four contribitions:

The first term,Γe-e, describes the most important contribution
from the inelastic electron-electron (e-e) scattering mech-
anism leading to decay of excited electrons (holes) to lower
(higher) lying electron states with simultaneous creation of
an electron-hole pair or/and plasmon excitation in para-
magnetic metals and a Stoner pair or/and magnon excitation
in ferromagnets. The second term,Γe-e

1e , describes the
contribution from the energy-conserving resonant electron-
transfer mechanism. The third contribution,Γe-ph, represents
the electron-phonon (e-ph) channel for energy relaxation
of excited electrons (holes) via e-ph scattering. This
mechanism is the only one which carries the temperature
dependence of the electron (hole) decay in paramagnetic
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Γtot ) Γe-e + Γe-e
1e + Γe-ph + Γe-def (1)
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metals. The fourth term,Γe-def, describes elastic scattering
which changes electron momentum and does not change its
energy.

A study of the decay mechanisms of electron excitations
on surfaces requires appropriate experimental and theoretical
methods. Several experimental techniques are used to explore
the decay of electron (hole) excitations in bulk metals and
on metal surfaces. Photoelectron spectroscopy (PES) is
applied to study the decay of holes (occupied electron states)
through the spectral line shape and line width.36-38 The
complementary technique, inverse photoemission (IP), per-
mits measurements of the line width of unoccupied electron
states.39-41 However, its limited energy resolution does not
favor the extraction of precise quantitative information on
line widths except for some favorable cases.42 The two-
photon photoemission (2PPE) technique21,43 gives more
precise information on spectral line shapes and line widths
of unoccupied states. In some exceptional cases, it can also
give information on occupied surface states.44 Two-photon
photoemission in the time-resolved mode (TR-2PPE) allows
one to study the decay in the time domain.45-49 By combining
this information with spectroscopic measurements, a very
detailed picture of the electron dynamics emerges.50,51

Scanning tunneling microscopy (STM) combined with scan-

ning tunneling spectroscopy (STS)52-54 allows one to obtain
detailed information on the decay properties of surface and
image-potential states.32,55-58 The topographical images
monitor simultaneously the quality and structures of the
surface area under investigation.

A variety of theoretical methods is employed to study
electron and hole dynamics in metals. The most powerful
of them used for calculations of inelastic e-e scattering is a
self-energy formalism of many-body theory.59-67 This for-
malism was introduced by Quinn and Ferrell (QF) for the
description of the lifetime of excited electrons in a homo-
geneous electron gas.68 The authors of ref 68 showed that
for energies close to the Fermi level,EF, the decay rate of
excited electrons scales with energy asΓe-e ∼ (E - EF)2. In
the high-density limit,rs f 0, the inverse lifetime is

In eq 2 the Heisenberg uncertainty principle,∆E∆t ) p, is
used to relateτe-e

-1 andΓe-e; τe-e
-1 is in femtoseconds (fs),

Γe-e in meV, andp ) 1 in atomic units. The electron density
parameterrs is determined by4/3πrs

3n0 ) Ω0, wheren0 is
the number of valence electrons andΩ0 is the volume per
atom, respectively. In eq 2rs is assumed to be in atomic
units whileE - EF is in eV. For a long time, eq 2 was used
for interpretation of measured line widths in terms of
lifetimes for excited electrons and holes in surface states of
real metals.69,70The results of these interpretations were not
satisfactory even for energies close toEF. Later, at the end
of the nineties and in 2000, it was shown that for the correct
description of the hole (electron) lifetimes on surfaces it is
necessary to include a realistic band structure of a metal into
the calculations.32,71,72 So far, most calculations of the
inelastic e-e scattering contributionΓe-e for paramagnetic
materials have been performed within the Hedin GW
approximation63,73 for the self-energyΣ and taking the
material band structure into account.65,74-77 The GW approach
represents the self-energy with the first term in the series
expansion ofΣ in terms of thescreenedCoulomb interaction
W retained (with G being the Green function). The screened
interaction W allows one to naturally include plasmon
excitations into the electron (hole) decay picture. This
mechanism becomes important when a plasmon lies in the
energy interval accessible for electron decay.28,30,78However,
for ferromagnetic metals, GW is not sufficient to describe
electron decay via excitation of spin waves (magnons) and
Stoner pairs. These new mechanisms appear in the T-matrix
generalization of GW, the GW+T-matrix approximation.79-82

For the description of an electron (hole) decay in resonance
states on metal surfaces when one-electron processes are
dominant, the wave propagation method and Green function
methods are used.83-85 Electron-phonon interaction and the
phonon-induced contribution to electron decay are calculated
by employing the Eliashberg function.86-88

Apart from the self-energy calculations of the electron-
and phonon-induced contribution as well as the one-electron
contribution to the excited electron decay rate, other studies
of electron dynamics have been undertaken. In particular,
Gumhalter has estimated the lifetime of the excited electron
in the first image state as well as the lifetime of the excited
hole in the surface state on the Cu(111) surface by using
the cumulant expansion for a single particle propagator.89-91

Sakaueet al.92-94 discussed energy relaxation and dephasing
times obtained from 2PPE measurements and the relation

Figure 1. Calculated band structure of Cu along symmetry
directions.

Figure 2. Schematic electronic structures of (a) Cu(111) and
Ag(111) and (b) Cu(100), Ag(100), and Au(100). Energy is shown
as a function of the momentum parallel to the surface. Solid lines
represent surface and image-potential states that lie inside the energy
gap while dashed lines depict resonance surface and image-potential
states. Solid (open) circles show electrons (holes) in occupied bands
as well as excited electrons (no electrons) in unoccupied states.
Arrows indicate possible intra- (within the same band) and interband
transitions which can occur at the decay process.

p/τe-e
-1 ) Γe-e ) 2.5019rs

5/2(E - EF)
2 eV-2 meV (2)
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of these times with intrinsic lifetimes of electrons and holes
on Cu(111) by employing the nonequilibrium Green function
method. In general, the results obtained from the use of the
cumulant expansion and from nonequilibrium Green function
methods are in agreement with the GW calculation results
for electron and hole dynamics. Nagyet al.95-99 have recently
studied the role of spin and charge in the screening of
electron-electron interaction in the free electron gas model,
going beyond the random phase approximation (RPA). For
that they used the Landau kinetic model of relaxation rate
at energies close to the Fermi level. Charge and spin response
functions were constructed in terms of local field factors,
thus leading to the spin dependent lifetimes. It was shown
that the scattering rate of the spin-fluctuation channel gives
around 25% of the total decay rate of an excited electron. A
different approach based on the Boltzmann equation was
proposed by Knorrenet al.100,101This approach allows one
to study the energy dependence of electron lifetimes (the
momentum dependence has not been included in the theory)
and secondary electron effects. An overview of the results
obtained with this method is given in ref 102.

The review is organized as follows. We give a short
description of the calculation methods used in section II. In
particular, the GW and GW+T formulations for the electron
self-energy are briefly described. Both these methods de-
signed for calculations of inelastic (many-body) e-e scat-
tering are well presented in the literature, and for more details
we refer the reader to the corresponding publications. These
methods are followed by the description of the wave packet
propagation method. The latter method, designed for evalu-
ations of one-electron energy conserving processes, has been
outlined only briefly in a few publications. Therefore, we
present it here in detail. Then we describe another method
developed to study one-electron processes, namely, the Green
function method. We also give a brief description of anab
initio method for calculation of the e-ph interaction in
metals. Finally, we outline the method for calculations of
the surface response function. The latter allows one to
evaluate surface and acoustic surface plasmon characteris-
tics: the energy position and width. These are naturally
related to the study of excited electrons since the response
function is one of the key ingredients of the imaginary part
of the electron self-energy and thus it can influence the
lifetime of excited electrons in image potential states.28 In
section III we review the calculation and experimental study
of lifetimes in bulk simple, noble, and transition paramagnetic
metals. Electron dynamics in ferromagnets are also discussed.
The results on lifetimes of excited electrons in image-
potential states and excited electrons and holes in surface
states are reviewed in section IV. A part of these results has
been discussed in ref 74. Here we review these data in
parallel with new experimental and theoretical findings. The
discussion of the line width of surface plasmons as well as
acoustic surface plasmons is also presented in this section.
Section V is devoted to electron excitations in metal and
insulating overlayers on metal substrates. Theoretical and
experimental lifetimes are reviewed for electron and hole
excitations in quantum-well states in metal overlayers, while
electron excited lifetimes in image states are discussed for
rare gas layers on noble metals. In section VI, we discuss
the dynamics of electrons excited into delocalized 2D states
and scattered by adsorbates. Lifetimes of electrons in
transient states localized on adsorbates at surfaces are also
reviewed. This is followed by analysis of localized excitons

in Ar adlayers on a metal surface and charge transfer in such
systems. Finally, the conclusions are drawn in section VII.
Unless otherwise stated, atomic units are used throughout,
i.e.,e2 ) me ) p ) 1, whereeandme are the electron charge
and mass, respectively, andp ) h/2π, with h being Planck’s
constant. The atomic unit of length is the Bohr radius,a0 )
0.529 Å. The 3D and 2D vectors are defined byr )
{x, y, z} and r | ) {x, y}, respectively.

2. Theory

2.1. Inelastic Electron −Electron Scattering
Below we give a brief description of the many-body

methods, GW and GW+T, widely used to calculate the
inelastic e-e scattering contribution to the electron (hole)
decay rate. This decay rate is related to the energy relaxation
of excited electrons via creation of e-h pairs and plasmon
excitation in paramagnetic metals, as well as via creation of
Stoner pairs and spin wave generation in ferromagnets.
Within the many-body theory, the inelastic e-e scattering
contribution to the decay rate,Γ, i.e., the inverse lifetime,
of an electron with momentumk, band indexi, spinσ, and
energy εk,i,σ > EF is obtained in the “on energy-shell”
approximation as the projection of the imaginary part of the
self-energy operator onto the electron stateψk,i,σ(r ) (see, for
instance, refs 63 and 65)

whereψk,i,σ(r ) and εk,i,σ are the eigenfunctions and eigen-
values of the one-electron Hamiltonian. In the GW ap-
proximation for the self-energy, only the first term in the
series expansion in terms of the screened Coulomb interac-
tion is retained.63,64 The GW+T method represents a
generalization of the GW approximation by including the
higher-order self-energy terms that allow for the calculation
of the quasiparticle decay in ferromagnetic systems on the
same footing as in paramagnetics.

Self-energy can be represented as79,81,82,103

where Σσ
GW is the self-energy derived within the GW

approximation63 and Σσ
T is the self-energy contribution

obtained from the T-matrix approximation which accounts
for electron-hole, electron-electron, and hole-hole interac-
tions multiple scattering. One should note that in this
formulation of self-energy a few double counting terms
which are already contained in the GW approximation should
be subtracted from the T-matrix.79,81,82,103,104

2.1.1. The GW Method
In this subsection we consider paramagnetic systems only

and thus omit the spin index. In the GW approximation, the
imaginary part of the self-energy is evaluated in terms of
the screened interactionW(r ,r ′,wi,f) and the allowed final
statesψk,f(r ) for the decay process:

Γe-e(εk,i,σ) )

-2∫dr ∫dr ′ ψk,i,σ
/ (r ) Im Σσ(r ,r ′,εk,i,σ) ψk,i,σ(r ′) (3)

Σσ(r ,r ′,εk,i,σ) ) Σσ
GW(r ,r ′,εk,i,σ) + Σσ

T(r ,r ′,εk,i,σ) (4)

Im Σ(r ,r ′,εk,i) ) ∑
εk,igεk′,fgEF

ψk′,f
/ (r ′) Im W(r ,r ′,ωi,f) ψk′,f(r )

(5)
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Here,ωi,f ) εk′,i - εk′,f and the summation is performed over
the final-state energies, which are between the initial state
and the Fermi energy,EF. For the holes, these energies are
below the Fermi energy. Finally, the inverse lifetime within
GW is calculated as

The screened interactionW is given in linear response theory
by

whereV(r-r ′) is the bare Coulomb interaction andø(r ,r ′,ω)
is the linear density-density response function. In short
notation, this equation can be rewritten as

The density-density response functionø is obtained from
the following integral equation

where ø0 is the density-density response function of the
noninteracting electron system:

In this equation,η is an infinitesimally small positive
constant. The kernelKxc entering eqs 7-9 accounts for the
reduction of the electron-electron interaction due to the
existence of short-range exchange and correlation effects
associated with the probe electron (eq 8) and with screening
electrons (eq 9). Most calculations of the lifetimes of
electrons and holes in surface and image-potential states that
have been performed to date use the RPA. In this ap-
proximation, the exchange and correlation kernelKxc is
omitted from eqs 7-9.

Inclusion of exchange and correlation effects in the
screened interaction (eq 8) and in the screening (eq 9) act in
opposite directions as the evaluation of the lifetimes is
concerned. This is easy to understand by considering the
physics involved. Inclusion of exchange and correlation
effects in the screening results in a reduced screening effect
and, therefore, reduces the lifetime of a hot electron while
inclusion of exchange and correlation in the screened
interaction of the quaiparticle with the medium reduces the
interaction and, therefore, increases the lifetime. When the
exchange and correlation kernel is included inW (eq 8), we
shall refer to it asWΓ.105

2.1.2. The GW+T Method
In the GW+T extension of the GW method, the central

quantity is the T-matrix operator, which is defined as a

solution of the Bethe-Salpeter (BS) equation62

Here we use the short-hand notation 1≡ (r 1, t1). W is a
screened potential, and the kernelKσ1,σ2 is a two-particle
propagator. In the case of multiple electron-hole scattering,
the kernel (electron-hole propagator) is a product of electron
and hole time-ordered Green’s functions

For electron-electron scattering, it is a product of two
electron Green functions

and for hole-hole scattering, it is a product of two hole
Green functions

Diagrams used for the GW and T-matrix self-energy are
shown in Figure 3. With these diagrams and the kernel of
eq 12, the self-energy term describing multiple electron-
hole scattering can be expressed as

Similar equations can be obtained for multiple e-e and h-h
scattering.82 In general, the screened potentialW is energy
dependent. However, to make computations feasible, the

τe-e
-1 (εk′,i) ) -2∑

εk′,f

∫dr ∫dr ′ ψk′,i
/ (r ) ψk′,f

/ (r ′) ×

Im W(r ,r ′,ωi,f) ψk′,i(r ′) ψk′,f(r ) (6)

W(r ,r ′,ω) ) V(r-r ′) + ∫dr1∫dr2 [V(r-r1) +

Kxc(r ,r1,ω)] ø(r1,r2,ω) V(r2-r ′) (7)

W ) V + (V + Kxc)øV (8)

ø ) ø0 + ø0(V + Kxc)ø (9)

ø0(r ,r ′,ω) )

2∑
i,j

θ(EF - εi) - θ(EF - εj)

εi - εj + (ω + iη)
ψi(r ) ψj

/(r ) ψj(r ′) ψi
/(r ′)

(10)

Figure 3. Feynman diagrams for the GW and T-matrix self-energy
of an excited electron: (A) GW-term; (B) T-matrix direct terms
with multiple electron-electron scattering; (C) T-matrix direct terms
with electron-hole scattering; (D) T-matrix exchange terms. The
vertical wiggly lines represent static screened potential, and the
lines with arrows are Green functions. The time direction is to the
right. By changing the time direction, one obtains analogous
diagrams for the self-energy of an excited hole.
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Kσ1,σ2

e-e (1, 2|1′, 2′) ) iGσ1
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Kσ1,σ2
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(1, 1′) Gσ2
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local and static approximation,W(1,2) ) W(r 1,r 2) δ(r 1-r 2)
δ(t1-t2), is frequently used.79,81,82,106More discussion on the
effect of the local approximation on the self-energy can be
found in refs 103 and 104. Most calculations for excited
electron lifetimes have been done within this approximation.
For details, we refer the reader to refs 79, 81, 82, and 106.

2.2. One-Electron Energy Conserving Processes

2.2.1. The Wave Packet Propagation Method
The wave packet propagation (WPP) approach that we are

addressing here is a powerful and versatile technique to study
the one-particle evolution driven by an effective Hamiltonian
H. The advantage of this method is that it can be equally
applied to stationary problems (such as the search for
resonances or scattering matrix calculations) and to explicitly
dynamic problems (e.g. projectile-surface collisional charge
transfer). The changes to be made at the computational level
are minimal. In surface science, the wave packet propagation
technique has been widely used to describe the heavy particle
dynamics involved in chemical reactions at surfaces, such
as molecule-surface interactions, photoinduced processes,
etc.107-118 Explicit treatments of the electron dynamics at
surfaces also appeared,119,120 where most of the recent
developments addressing electronically excited states are
directly linked with TR-2PPE experiments in the femtosec-
ond time domain (see refs 121-123 and further references
in this review).

The core of the WPP method consists of the direct solution
of the time-dependent Schro¨dinger equation for the wave
function Ψ(r ,t) of the “active” electron:

subject to the initial conditions,Ψ0 ≡ Ψ(r ,t)0). The solution
of eq 16 is given by

with propagatorU(t):

whereu is the time-ordering operator. In the case of a time-
independent Hamiltonian as considered below, eq 18 trans-
forms to

Once theΨ(r ,t) solution is obtained, it is analyzed to get
the physical quantities of interest. With the propagator given
by eq 19, the time-to-energy Laplace transform is usually
applied, allowing a direct link with the retarded Green
function. Indeed, using eqs 17 and 19,

whereη f +0 and the term in the curved brackets is the
retarded Green functionG+(ω). Obviously,

is the density of states projected onto the initial state. In
practice,n(ω) is calculated from the Laplace transform of
the survival amplitude:

The Lorentzian fit of the structures inn(ω) can be used
to calculate the energies,E, and the widths,Γ, of the quasi-
stationary states.83 However, if long-lived states are present
in the system, long propagation times might be needed in
order to reach convergence of the projected density of states
(DOS). This problem can be avoided via a direct fit of the
A(t) signal to a sum of exponentially decaying terms:

Some parameters are stable with respect toJ; they are
associated with the energiesEj and widths Γj of the
resonances. The procedure defined by eq 23 works well if
the number of resonances contributing toA(t) is small. For
the cases where the number of resonances is large, the “filter
diagonalization” technique124,125should be preferred. Equa-
tion 23 can be used equally well to search for the stationary
(bound) states of the system. The correspondingΓj is zero
in this case. It is noteworthy that the only requirement on
the initial state wave function is thatΨ0 is chosen in such a
way that it has the largest possible overlap with states under
study. This statement is particularly transparent in the case
of a Hamiltonian with a discrete energy spectrum:Hψj )
Ejψj, where eq 17 leads to

and the survival amplitude is given by

Obviously, only the states with|〈ψj|Ψ0〉|2 * 0 can be
revealed by the spectral analysis ofA(t).

For the case of bound states or narrow and well-defined
resonances, eq 20 withω set equal to the bound state
(resonance) energy provides the corresponding wave func-
tion.

With eqs 20 and 21 one can also calculate the tunneling
conductance,J, of the STM experiments.126 Indeed, accord-
ing to the Tersoff-Hamann theory,127 J is proportional to
the local density of states at the tip position,r tip. Then it is
sufficient to setΨ0 ) δ(r - r tip) and use eq 21 to calculate
J. In practice, theδ-function is replaced by a narrow
Gaussian function centered atr tip.

Further applications of the WPP method are discussed
below. We now turn to the numerical aspects. In choosing a
specific algorithm from the variety of numerical approaches
to the solution of eq 16, several main issues have to be
addressed: (1) the wave function representation and calcula-
tion of the Hamiltonian action on the wave function,
HΨ;128-132 (2) the wave function propagation in time;133,135-137

(3) problems related with the finite size of the mesh and
corresponding reflections of the wave packet at the
boundaries.131,138-140 These aspects are not necessarily in-
dependent, as the wave function representation often imposes
some constraints on the time propagator. In what follows,

i
∂Ψ(r ,t)

∂t
) H(t) Ψ(r ,t) (16)

Ψ(r ,t) ) U(t) Ψ0 (17)

U(t) ) u exp(-i∫0

t
H(t′) dt′) (18)

U(t) ) exp(-iHt) (19)

L̂(ω) Ψ(r ,t) ≡ ∫0

∞
ei(ω+iη)t Ψ(r ,t) dt ) i( 1

ω + iη - H)Ψ0

(20)

n(ω) ) Re{〈Ψ0|L̂(ω) Ψ(r ,t)〉} (21)

A(t) ) 〈Ψ0|Ψ(r ,t)〉 (22)

A(t) ) ∑
j)1

J

aj e-i(Ej-i(Γj /2))t (23)

Ψ(r ,t) ) ∑
j

e-iEjt〈ψj|Ψ0〉ψj (24)

A(t) ) ∑
j

e-iEjt|〈ψj|Ψ0〉|2 (25)
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we give specific examples linked with works by the
authors.84,126,141-155 It should be understood that the choices
of the algorithms made here are by far not unique, and the
reader can find that his/her own experience is different from
ours.

In most of the WPP studies of the dynamics of excited
states at surfaces, we are interested in the effect of localized
perturbers such as defects and adsorbates. The structure of
the model potentials that are used is then such that a
convenient coordinate system is the cylindrical oner )
(F,æ,z) with thez-axis perpendicular to the surface and going
through the defect center. The Hamiltonian is given by

Typically, the (model) potential of the systemV(F,æ,z)
consists of several terms, as explained below:

For the metallic substrates considered in this review, two
models are used for the electron-surface interaction poten-
tial, Vs(z). Both models consider only thez-dependence of
the interaction; that is, free-electron motion parallel to the
surface is assumed. The first model, taken from ref 156,
represents a free electron-metal substrate where a constant
potential inside the metal smoothly joins the image potential
-1/4zon the vacuum side. The second model is used to study
the effects of the projected band structure of certain surfaces,
such as, e.g., the (111) and (100) surfaces of noble metals.
Vs(z) is then given by the model potential from ref 157. This
potential has been constructed on the basis ofab initio studies
in such a way that it reproduces the properties of the surface
electronic band structure at theΓh point: the energy position
of the projected band gap, surface state, and image potential
states.

VAds(F,æ,z) stands for the change of the electron-surface
interaction due to the presence of an adsorbate, a defect, an
adsorbate layer, etc. It is represented with model potentials,
or potentials obtained from the density functional calcula-
tions.

We are interested in the electron dynamics in thea priori
infinite space while performing the calculations on finite size
grids. To suppress the reflection of the wave packet, an
optical absorbing potentialVopt is introduced at the grid
boundaries.131,138-140 Consistent with the causality principle,
an optical absorbing potential imposes the outgoing wave
boundary conditions and plays the role of the iη term in
G+(ω) given by eq 20. Most often, we use an optical potential
of the form

whereC1 and C2 are some positive constants adjusted to
reach the desired absorption of the incident waves within
the energy range of interest. Equation 28 corresponds to an
optical potential introduced at the smallz edge of the mesh.
Similar potentials may be introduced at the otherz and F
edges of the mesh.

Being a one-electron treatment, the WPP technique does
not explicitly account for the inelastic energy relaxation of
the excited states due to many-body effects such as electron-
electron scattering. The role of the inelastic electron-electron
interactions can be estimated by the procedure used in low
energy electron diffraction calculations.134 It consists of
adding a small negative imaginary part toVs everywhere
inside the metal.

With a wave function representation on a finite size mesh
in cylindrical coordinates, the time dependent solutionΨ(t)
of eq 16 with the Hamiltonian in eq 26 is obtained
numerically via short time-propagation:

where U(∆t) is given by eq 19. The action of the e-i∆tH

operator on the wave function in eq 29 is calculated via the
split-operator technique:135,137

For an equidistant mesh ofNF × Næ × Nz points in F, æ,
andz coordinates, respectively, the actual algorithm of the
time-propagation, based on eq 30, involves several steps.

(I) The e-i(∆t/2)V operator is, in general, local in the
direct (coordinate) space. Therefore, the calculation of the
e-i(∆t/2)VΨ(t) reduces to the corresponding multiplications at
the grid points. However, in some cases, such as, e.g., the
study of the alkali adsorbate-induced resonances, the potential
V contains nonlocal terms arising from the pseudo-potential
representation of the electron interaction with the alkali atom
core. The nonlocal part of the potential has the form of a
projector operator:VNL ) |R〉〈R|. Then, further splitting of
the operators in eq 30 is performed in order to single out
the e-i(∆t/2)VNL operator. Its action on the wave function is
calculated in direct space, according to

as can be straightforwardly obtained from the Taylor series
representation of the exponential.

(II) The e-i∆tTFæ operator is diagonal in the [1/(2π)1/2]eimæ

angular basis, wherem stands for the magnetic quantum
number. The pseudospectral approach131,133 is then used,
where the wave functionΦ ≡ e-i(∆t/2)VΨ is transformed into
the eimæ representation with a direct fast Fourier transform,
so that e-i∆tTFæΦ is given by

where the action of the exponential operator on the right
hand side (rhs) of eq 32 is calculated with the stable Cayley
transform:158,159

Under transformation of eq 33 to the form

Ψ(t+∆t) ) U(∆t) Ψ(t) (29)

e-i∆tH ) e-i(∆t/2)Ve-i∆tTze-i∆tTFæe-i(∆t/2)V + O(∆t3) (30)

e-i(∆t/2)VNL ) 1 +
(e-i∆t〈R|R〉/2 - 1)

〈R|R〉
|R〉〈R| (31)

e-i∆tTFæΦ(F,æ,z,t) )

∑
m)-Næ/2

Næ/2-1

eimæei∆t[(1/2F)(∂/∂F)F(∂/∂F)-(m2/2F2)]Φm(F,z,t) (32)

Φ̃m(F,z) ≡ e-i∆tTΦm(F,z) ) 1 - i∆tT/2
1 + i∆tT/2

Φm(F,z) + O(∆t3)
(33)

(1 + i
∆t
2

T)Φ̃m(F,z) ) (1 - i
∆t
2

T)Φm(F,z) (34)

V(F,æ,z) ) Vs(z) + VAds(F,æ,z) + Vopt (27)

Vopt ) -iC1(z - C2)
2, z e C2

Vopt ) 0, z > C2 (28)
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and with use of the three point finite differences for theF
derivatives entering the kinetic energy operator, one obtains
the three-diagonal set of equations for the unknown values
of Φ̃m(F,z) at the points of theF-mesh (see details in refs 83
and 160). Finally, an inverse fast Fourier transform is used
to perform the summation in eq 32 in order to obtain the
wave function in the direct space.

(III) The e-i∆tTz operator is diagonal in the [1/(2π)1/2]eikz

plane wave basis, where it takes the form e-i∆tk2/2. Then,
similarly to step II, the pseudospectral approach131,133with
fast Fourier transforms is used to calculate the action of the
e-i∆tTz exponential on the wave function.

The above procedure is unitary; that is, if no optical
potential is included, the norm of the wave function is
preserved in due course of the time propagation. The loss
of norm due to the action of the optical potential mimics
the spread of the wave packet outside the calculation box
boundaries.

The algorithm is greatly simplified if the total potential
of the systemV has cylindrical symmetry. With the wave
function represented as

the 3D problem can be reduced to a number of 2D problems.
Indeed, theΨm(F,z,t) components evolve independently and
one has to propagate 2D wave packets with initial conditions
defined in eachm-subspace of interest.

The numerical convergence of the WPP calculations can
be essentially improved with a variable changeF ) f(ê),
where, for the equidistant “calculation” mesh in theê-
coordinate, the “physical” mesh in theF-coordinate is dense
close to the origin. The variable change is accompanied by
the following change of the wave function:

wheref ′(ê) ) ∂f/∂ê. The wave functionψ(ê,æ,z,t) obeys the
time dependent Schro¨dinger equation (eq 16), where, as
compared to eq 26, theTFæ part takes the form

Time propagation is then performed with the algorithm
described above.

At this point, a comment is in order with respect to the
choice of the split-operator technique and the Cayley
transform for time propagation. Indeed, the second-order-
difference (SOD) method,137 also called leapfrog, has an
accuracy of the same order in∆t. Moreover, in modern
quantum chemistry, the short-time Lanczos136,137,161 and
global Chebyshev137,162 time-propagation techniques are
considered the state-of-the-art approaches, since they offer
much higher accuracy. The Chebyshev approach, allowing
the entire propagation in a single time step and providing
exponential convergence, is, in fact, often used as a
benchmark to test other methods.137

The advanced Lanczos and Chebyshev methods rely on
the fact that the Hamiltonian is a Hermitian operator. This
is not the case here because of the use of an optical absorbing
potential (eq 28). For the Lanczos scheme, this problem can

be solved by separating the exponential from the optical
potential via the split approximation:

whereH̃ ) H - Vopt. The highly accurate Lanczos method
is then used to calculate the action of e-i∆tH̃ on the wave
function. Indeed, the sole role of an optical potential is to
avoid the reflection of the wave packet at the boundaries of
the grid. Its precise calculation is of no importance as long
as reflection does not occur. Another possibility is to use
the Lanczos-Arnoldi propagation scheme,163,164which is an
extension of the Lanczos method to non-Hermitian Hamil-
tonians. As for the Chebyshev method, one can use the
energy-domain scheme described by Mandelshtam and
Taylor165 to extract, e.g., the scattering matrix of the system.
If the time-domain dynamics is of interest, one has to change
from the Chebyshev-polynomial based method to the
Faber-polynomial representation of the propagatorU(t) in
eq 19.166-169

However, the main problem arises because of the spectral
range of the Hamiltonian projected on the grid (grid-
Hamiltonian). One of the specificities of the present work is
that it considers the evolution of an electronic wave packet.
In contrast to heavy particle (e.g. molecular) wave functions,
electronic wave functions often present sharp features, such
as the Coulomb cusp. The description of these requires quite
dense meshes, so that the grid-Hamiltonians possess very
large eigenvalues, primarily because of the kinetic energy
part. The SOD method is conditionally stable; that is, the
time step should satisfy∆t < 1/|E|max, where|E|max stands
for the maximum of the absolute value of the grid-
Hamiltonian eigenvalues. This means that in the present case
the propagation time step has to be extremely small for the
SOD to be stable. Thus, for a given propagation time, too
many time steps are needed. The situation is more delicate
with Lanczos and Chebyshev techniques.A priori, these are
unconditionally stable, so that a large|E|max does not seem
to be a difficulty. Nonetheless, it is. Indeed, the number of
terms in the Chebyshev-polynomial representation of the
propagatorU(t) grows as|E|max for a fixed total propagation
time. The method becomes inefficient. In the Lanczos
method, the construction of the orthonormal basis in the
Krylov subspace requires the repetitive actions of the
Hamiltonian on the wave function. The contribution of the
eigenvectors of the grid-Hamiltonian corresponding to large
eigenvalues is quickly growing in theHpΨ vector. Even for
smallp values, this leads to a loss of numerical accuracy. In
practice, similarly to the case of SOD, one is then constrained
to use very small time propagation steps.

The scheme based on the split-operator technique and
Cayley transform used in our studies and expressed in
eqs 30-34 appears to be free from the above difficulties.

Aside from the use of the wave packet propagation
techniques as a tool to study the properties of (quasi)
stationary states in a given system, the calculation of the
probabilities of chemical reactions is the most frequently used
application of the WPP approach in quantum chemistry (see,
e.g., ref 128). More generally, this is connected with
application of WPP as a method of extraction of the
scattering matrix of the collisional system. We illustrate the
possible algorithm on the example of impurity scattering of
an electron moving within a continuum of the given image
state bandn. The potentials are assumed to possess cylindri-
cal symmetry.

Ψ(F,æ,z,t) ) ∑
m

1

x2π
eimæΨm(F,z,t) (35)

Ψ(ê,æ,z,t) )
ψ(ê,æ,z,t)

xf(ê) f ′(ê)
(36)

TFæ f Têæ ) - 1
2

1

xff ′
d
dê

f
f ′

d
dê

1

xff ′
- 1

2f 2

∂
2

∂æ2
(37)

e-i∆tH f e-i∆tVopt/2e-i∆tH̃e-i∆tVopt/2 (38)
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We start from the derivation of the formulas for the 2D
single channel scattering problem. Using generating series
for the Bessel functionsJm, the 2D plane wave can be
expanded as

wherek| ) (k,0) andr | ) (F cosæ, F sin æ). Hm
(1),(2) are the

Hankel functions of the first and second kind corresponding
to outgoing and ingoing cylindrical waves, respectively. As
a result of the scattering, the solution within eachmsubspace
takes the asymptotic form

whereSm is the scattering matrix. Then, settingbm ) im/4π,
the total wave function can be expressed as the superposition
of incident and scattered waves in the asymptotic region:

Using the asymptotic expansion of the Hankel functions, the
scattering amplitudeA(æ) is given by

From eqs 41 and eq 42, we obtain the scattering cross section:

It is worth mentioning that the 2D scattering cross sections
have the dimensionality of length.

The WPP approach to impurity scattering directly stems
from eqs 40-43 generalized to multichannel scattering. The
incident channel describes an electron moving within then-th
image state continuum, and the other channels correspond
to this electron being scattered by the impurity into different
2D surface localized or 3D bulk states. For the extraction of
the scattering matrix, we employ the virtual detector method
derived in detail in refs 153 and 170. For simplicity, we
discuss here theΨm(F,z,t) wave function, though the actual
calculations are performed with a variable change in the
F-coordinate (see eqs 35 and 36). Because of the cylindrical
symmetry of the potentials, the calculations are performed
independently in eachm-subspace. The initial wave packet
Ψm(F,z,t)0) is located in the asymptotic region, where the
impurity-induced potential is negligible. It is constructed as
a Gaussian wave packet in then-th image state continuum
approaching the scattering center with an average parallel
momentumk0:

where∆ andF0 are the width and position of the initial wave
packet, respectively. The use of a Gaussian initial wave
packet allows for the coverage of a range of kinetic energies,
whereby the energy dependence of the scattering process is
obtained in a single calculation.øn(z) is the wave function
of the n-th image state along the surface normal. For the
grid of equidistant points in thez-coordinate,zj ) z0 +
L(j - 1)/Nz (j ) 1, ..., Nz), the wave functionøn(z) can be
obtained from the direct diagonalization of the Fourier-grid
Hamiltonian:135,171

Throughout the course of the time propagation, the
Aj

m(t) ) 〈øj(z)|Ψm(Fd,z,t)〉 signal is recorded on a virtual
detector located atFd far enough from the scattering center.
The time-to-energy Laplace transform ofAj

m(t) (cf. eq 20)
yields the asymptotic solution:

whereδjn is a Kronecker symbol andω is the total energy
of the electron. The electron momentum parallel to the
surface, kj, is given by energy conservation:kj

2/2 )
ω - Ej, with Ej being the energy of thej-th image state at
Γh. One immediately recognizes the same structure as eq 40.
Thus, for a wave with a given angular momentum,m, the
partial probabilities can be calculated as follows below.

From eqs 47-49 we obtain the corresponding total cross
sections for intraband scattering, interband scattering, and
final state resolved interband scattering:

In practice, the sum in eq 50 contains a limited number of
terms, since the partial probabilities vanish for large enough

1

2π
eik|r | ) ∑

m)-∞

∞ im

2π
Jm(kF)eimæ )

∑
m)-∞

∞ im

4π
(Hm

(2)(kF) + Hm
(1)(kF))eimæ (39)

φm ) bm(Hm
(2)(kF) + SmHm

(1)(kF)) (40)

Ψ(F) ) ∑
m)-∞

∞

φmeimæ )
1

2π
eik|r | + A(æ)

eikF

xkF
)

1

2π
eik|r | + ∑

m)-∞

∞ im

4π
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(1)(kF) eimæ (41)

A(æ) ) ∑
m)-∞

∞ 1

4πx2

π
e-i(π/4)(Sm - 1)eimæ (42)

σel )
1

k
∑

m)-∞

∞

|Sm - 1|2 (43)
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xF
exp[-ik0F + (F - F0

∆ )2]øn(z) (44)

Hjj ) 1
2

π2

L2
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2 + 2
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Hjl ) 1
2
(-1)l-j 2π2
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1
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Φj
m(ω) ) bj

m(ω)Hm
(2)(kjFd)δjn + Snfj

m (ω)Hm
(1)(kjFd) (46)

Intraband scattering:

Pn
intra(ω,m) ) |Snfn

m (ω)
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m(ω)

- 1|2 (47)

Interband scattering out of the initial state,n:

Pn
inter(ω,m) ) 1 - |Snfn

m (ω)

bn
m(ω)

|2 (48)

Final state resolved interband scattering
(transition from bandn to bandj):

Pnfj
inter(ω,m) ) |Snfj

m (ω)
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|2 (49)

σγ
â(ω) )

1
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values of|m|. This can be understood from the fact that the
centrifugal barrierm2/2F2 prevents an electron from ap-
proaching the scattering center close enough to be scattered.

The WPP scheme in cylindrical coordinates detailed above
is well suited to treat local effects, such as, e.g., image state
scattering on adatoms. However, in some cases, one is
interested in the effect of the ordered adsorbate structures at
surfaces. For example, the image potential states are known
to be substantially modified by the presence of ordered rare
gas layers adsorbed on a surface (see section 5.2 and the
article by Höfer et al.172 in this journal issue). In what
follows, we discuss the application of the WPP technique to
search for the energies at theΓh point as well as for the energy
dispersion of the image potential states (resonances) in these
systems.

For ordered adlayers, the total potentialV (eq 27) is
periodic in the plane parallel to the surface, owing to the
periodicity of VAds. We will consider the simplest case of
the square 2D unit cell in the plane parallel to the surface.
Generalization to an arbitrary unit cell is straightforward.
For such periodic systems, it is convenient to work with an
equidistant mesh in 3D Cartesian coordinatesr ) (x, y, z).
The x and y mesh cover the 2D unit cell area. Thez
coordinate is defined along the normal to the surface, and
thez-mesh covers sufficiently large regions into the vacuum
and inside the metal. Exploiting the properties of Bloch
states, the wave function can be expressed in the form

whereK ) (Kx,Ky,0) is the 2D Bloch wave vector parallel
to the surface andψ(r ,t) is periodic in thex andy coordinates.

The time dependent Schro¨dinger equation forψ(r ,t) reads

where ∇2D ) (∂/∂x,∂/∂y,0). The absorbing potential is
introduced only at the ends of thez-mesh. When one is
interested in the stationary states bound in thez-direction
(e.g. image states lying in the projected band gap), care
should be taken to set thez-mesh large enough so thatVopt

does not induce any artificial broadening of the states, i.e.,
so that Vopt does not overlap the stationary state wave
functions. Equation 52 is numerically solved via short time
propagation with the split-operator technique (cf. eq 30):

The pseudospectral method employing a Fourier grid131,133

implicitly includes the periodicity constraints and, thus,
becomes a quite natural choice in this case. In the basis of
plane waves, exp(ikr ), the T operator defined in eq 52 is
diagonal and exp(-i∆tT) ) exp(-i∆t(K + k)2/2). Then, the
procedure defined by eq 53 can be efficiently implemented
with successive use of direct and inverse 3D fast Fourier
transforms.

The time propagation is initiated with an initial wave
functionψ0 ≡ ψ(r ,0) satisfying periodic boundary conditions
within the 2D unit cell parallel to the surface. The properties
of the stationary states (E(K )) or of the resonances (E(K ),

Γ(K )) are then extracted from the analysis of the survival
amplitude: eqs 22 and 23. It is noteworthy that the approach
outlined here can be equally used to calculate the 3D band
structures for a known effective one-electron potential.

2.2.2. The Green Function Method
The WPP method reviewed in the previous paragraph

allows for the calculation of the evolution time of an electron
initially described by a wavepacketΨ0. As already pointed
out, in the case of a time independent Hamiltonian, this time
evolution can be easily expressed in terms of the Green
function of the system. Particularly, the Fourier transform
of the survival amplitude or the autocorrelation function of
the initial wavepacketA(t) is nothing but the projection of
the Green function ontoΨ0,

Notice that Re{Ã(ω)} ) -Im{G00(ω)} is proportional to the
projected density of states onΨ0. Equation 54 provides an
alternative and efficient route for the calculation of the elastic
dynamics of electrons. In our case,Ψ0 is a wavepacket
localized in the surface region; thenG00(ω) provides
information about the energy position and the width of the
surface resonances and/or electronic states associated with
adsorbates and defects in the surface.

Most of the standard methods to perform calculations of
the electronic structure of surfaces or adsorbates at surfaces
rely on the use of relatively thin slabs or finite clusters.173

This approximation is justified by the assumption that most
surface properties converge rapidly with the number of
atomic layers in the slab. Typical examples are, for many
systems, the atomic structure and relaxations of the surface
layer, the adsorption configuration and energy of small
adsorbates, the electronic density in the surface region, etc.
Other properties, particularly those dependent on the precise
energy position of the electronic levels, converge quite slowly
and even show oscillations as a function of the number of
layers in the slab. This is due to the confinement of the
electronic states in the direction perpendicular to the surfaces
of the slabs, causing the discretization of the spectrum. For
this reason, we cannot use the electronic eigenfunctions and
eigenvalues obtained from the slab to directly calculate the
Green function in eq 54. The typical differences between
the energy positions of the sub-bands in the slab (ap-
proximately δE ∼ (π/L)2 in atomic units, whereL is the
thickness of the slab in bohrs) are larger than or comparable
to the peak widths that we want to resolve in our calculations
(for example, a charge-transfer timeg 1 fs between an
adsorbed atom and the substrate translates to a width of the
corresponding resonancee 600 meV). In other words, the
energy resolution provided by a slab calculation is insuf-
ficient for our purposes.

To avoid these difficulties, we have to calculate the
Green’s function of the truly semi-infinite system. This can
be done using several approaches.173,184 We focus here on
the method used by the authors in a number of recent
publications addressing the elastic width of states associated
with adatoms or adlayers on metallic surfaces.85,174,183Since
the description of the electronic properties of the system
should be as accurate as possible, we use first-principles
calculations based on density functional theory to set up the

Ψ(r ,t) ) ei(Kxx+Kyy) ψ(r ,t) (51)

ψ(r ,t+∆t) ) e-i(∆t/2)Ve-i∆tTe-i(∆t/2)Vψ(r ,t) (53)

Ã(ω) ≡ lim
ηf0+

∫0

∞
dt A(t)ei(ω+iη)t

) i〈Ψ0|G+(ω)|Ψ0〉 ) iG00(ω) (54)
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one-electron Hamiltonian. We combine the information
(Hamiltonian matrix elements) from slab and bulk calcula-
tions. The use of a basis set localized in real space is
instrumental for this purpose. We thus use a linear combina-
tion of numerical atomic orbitals as a basis set for ourab
initio calculations.175-177 The Hamiltonian automatically
assumes a tight-binding-like form. The matrix elements of
the Hamiltonian and the overlap between atoms that are far
apart are strictly zero, and the infinite system can be divided
into separate “regions” containing a few atomic layers. Each
region only interacts with its nearest neighbor regions. The
Hamiltonian (and overlap) of the surface region is obtained
from the slab, while those of the inner regions (bulk regions)
are taken from a bulk calculation using similar parameters.183

A common energy reference is set by aligning the Fermi
levels of both calculations (this is possible since we typically
deal with metals, while for insulators or semiconductors the
average potentials should be aligned instead).

We can now use the recursive relation

to obtain the Green function in the surface region for each
crystalline momentum parallel to the surface plane,k|. We
always use supercells in the lateral directions, and therefore,
k| is a well defined quantum number in our calculations.
The matrix elements of the Green function are defined here
such that

where

are Bloch-like combinations of atomic orbitalsφi(r-RR).
Hjk(k|) and Sjk(k|) are respectively the matrix elements of
the Hamiltonian and the overlap matrix in such a basis set.
If S denotes the collection of orbitals in the surface region
andn g 1 those in then-th bulk region (where increasingn
indicates increasing the depth into the substrate) we can
rewrite eq 55 as a set of the three equations:

where Mxy(ω) ) Hxy - ωSxy. Equation 60 can be solved
using the transfer matrix scheme178-182 where we write
GS(n+1)(ω) ) GSn(ω) T(ω) with T the so-called transfer matrix.
The resulting equation is independent of the indexn and
can be solved by iteration:179,180

HBB′ and SBB′ are respectively the Hamiltonian and overlap
matrix elements between neighboring bulk regionsB and
B′. To converge this iteration, it is necessary to evaluate the
Green function outside the real axis. We need thus to add a
small imaginary part to the energyω + iη. OnceT(ω) is
known, all the eqs 58-60 can be solved andGSS(ω) can be
obtained. If the wave packetΨ0 is expressed in terms of the
numerical atomic orbitals in the surface region c0

i
φi(r ), then

the projection of the Green function onto this state is given
by

Fitting Im{G00(ω)} with a collection of Lorentzians
[(ω - Ej)2 + (Γj/2 + η)2]-1, we can obtain the energiesEj

and widthsΓj of the surface resonances. The width and
position of these peaks is independent of the election ofΨ0,
as long asΨ0 has a considerable overlap with the true wave
functions of the resonances.

The time evolution of the survival amplitudeA(t) can be
obtained fromG00(ω)

ExaminingA(t) and|A(t)|2 may be quite useful in situations
where the structures in Im{G00(ω)} depart severely from a
Lorentzian profile.

2.3. Electron −Phonon Scattering
The phonon-induced lifetime broadeningΓe-ph(εk i) of an

electron state with momentum (k i) and energyεk i is related
to the EliashbergR2Fk i(ω) spectral function through the
integral over all the scattering events that conserve energy
and momentum88,185

Here,f andn are the Fermi and Bose distribution functions
and ωm is the maximum phonon frequency. The spectral
function is given by

where g(k i,kf,q,ν) is the e-ph matrix element which reflects
the probability of an electron scattering from the initial state
ψk i and energyεk i to the final stateψkf with energyεkf by
the phononωq,ν. Hereq andν are respectively the phonon
momentum and phonon spectrum branch. The sum in eq 65
is carried out over all final electron statesψkf and all possible
phonon modes. The+ and- signs in the argument of theδ
function correspond to phonon emission and absorption. In
the quasielastic approximation (phonon energies are small
in comparison with electron energies, andωq,ν is neglected
in δ(εk i-εkf(ωq,ν)), the Eliashberg function is the same for
phonon absorption and emission. This approximation is
frequently used in calculations of the e-ph coupling in
metals. The e-ph matrix element is

∑
i,j

Gij(ω,k|)[Hjk(k|) - ωSjk(k|)] ) δk
i (55)

G(r ,r ′,ω,k|) ) ∑
i,j

Gij(ω,k|) ψk|,i
(r ) ψk|,j

/ (r ) (56)

ψk|,i
(r ) ) ∑

RR

e-ik|‚RRφi(r-RR) (57)

GSS(ω) MSS(ω) + GS1(ω) M1S(ω) ) δS
S (58)

GSS(ω) MS1(ω) + GS1(ω) M11(ω) + GS2(ω) M21(ω) ) 0
(59)

GS(n-1)(ω) M(n-1)n(ω) + GSn(ω) Mnn(ω) +

GS(n+1)(ω) M(n+1)n(ω) ) 0 (60)

T(ω) )
(ωSBB′ - HBB′)[(HBB - ωSBB) + T(ω)(HBB′

† - ωSBB′
† )]-1

(61)

G00(ω) ) c0
i *SikG

kl(ω)Sljc0
j (62)

〈Ψ0|Ψ(t)〉 ) A(t) ) ie+ηt

π ∫-∞
∞

dω G00(ω)e-iωt (63)

Γe-ph(εk i
) ) 2π∫0

ωmR2Fk i
(ω)[1 - f(εk i

- ω) +

f(εk i
+ ω) + 2n(ω)] dω (64)

R2Fk i
(ω) ) ∑

q,ν,f

δ(ω - ωq,ν)|g(k i,kf,q,ν)|2δ(εk i
-εkf

(ωq,ν)

(65)

g(k i,kf,q,ν) ) ( 1
2Mωq,ν

)1/2
〈ψk i

|ε̂q,ν‚∇RVSC|ψkf
〉 (66)
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whereM is the atom mass,ε̂q,ν are the phonon polarization
vectors, and∇RVSC is the gradient of the screened one-
electron potential with respect to atom displacements from
their equilibrium positionsR.

The strength of the e-ph coupling described byλk i is
defined as the first reciprocal moment of the Eliashberg
function86,88

The value ofλk i can directly be obtained from the PES
(2PPE) measurements of the temperature dependence of
the hole (electron) line width of the surface, the image-
potential, and the quantum-well states by using the high-
temperature asymptotic behavior of the phonon-induced
broadening24,36,44,70,186-191

This relation is asymptotically exact and does not depend
on the model used for the description of the e-ph interaction,
since temperature enters theΓe-ph through the Fermi and
Bose distribution functions only.

As follows from eqs 64-68, the calculation of the phonon-
induced contribution to the electron (hole) lifetimes or the
e-ph coupling parameter requires knowledge of (1) the
phonon spectrum characteristics of a material of interest
(frequencies,ωq,ν, and polarizations,ε̂q,ν), (2) the electronic
structure quantities (one-electron energies,εkf, and wave
functions, ψk), and (3) the gradient of the one-electron
potential evaluated at the ions’ equilibrium position,∇RVSC.
Phonon frequencies and polarizations can be calculated by
using the embedded atom method (examples of these
computations can be found in refs 192 and 193), density-
functional perturbation theory,194-196 or any other lattice
dynamics calculation method (for a brief review of these
methods, see ref 196). One-electron energies and wave
functions can be obtained from density functional theory
(DFT) or some model Hamiltonian electronic structure
calculations. An example of a model potential widely used
for the past decade in the theoretical study of the dynamics
of excited electrons (holes) in surface and image-potential
states on metal surfaces is the one-dimensional potential of
refs 157 and 197. The gradient of the one-electron potential
can be computed within density functional theory194,195 or
by using a screened model pseudopotential.24,185In sections
3 and 4 we give examples of the e-ph calculations for both
bulk and surface excited electrons and holes.

For fast estimations of the phonon-induced contribution
to the excited electron decay rate, the so-called Debye model
is frequently used.24,37,70,188,189,198-204 In this model, the e-ph
coupling matrix element,g(k i,k f,q,ν), is assumed to be
constant and, therefore, the Eliashberg function is determined
by the phonon density of states. In this case, the Eliashberg
function and phonon-induced contribution are given for a
bulk (3D) Debye model as

For a 2D Debye model, one obtains for electron energies

In eqs 69-76, ωD is the characteristic Debye frequency of
a metal.

2.4. Collective Excitations

Information on the surface collective excitations can be
obtained from the imaginary part of the surface response
function g(q|,ω), defined as205,206

where r ≡ {r |,z}, q| is a 2D momentum parallel to the
surface,q| ) |q||, andnind(r ,ω) is the charge density induced
at the crystal surface by an external potential of the form

The so determinedg can depend, in principle, on both the
value and direction of the two-dimensional momentumq|.

In time-dependent density functional theory,207 nind andVext

are related by the equation

The response functionø(r ,r ′,ω) satisfies the integral equation
9 which relates it with the response function of a noninter-
acting electron systemø0.

At the surface, translational symmetry in the direction
perpendicular to the surface is broken. To deal with this
problem, the so-called slab geometry is frequently employed.
In such an approach, the slabs containing several (normally
up to several tens of) atomic layers are separated by vacuum
intervals and periodically repeated in the direction normal
to the surface. The slab geometry imposes some low
momenta limit below which the surface plasmon begins to
split into two slab excitationsω((q|) ) ωsp(1 - e-q|L)1/2

(refs 205, 208, and 209) (whereL is the slab thickness). This
drawback can be relieved by increasing the slab thickness.

λk i
) 2∫0

ωm
R2Fk i

(ω)

ω
dω (67)

Γe-ph ) 2πλkBT (68)

(a) ε ) ω < ωD

R2F(ω) ) λω2/ωD
2 (69)

Γe-ph )
2πpλωD

3 ( ω
ωD

)3
(70)

(b) ε ) ω > ωD

R2F(ω) ) 0 (71)

Γe-ph ) 2πpλωD/3 (72)

(a) ε ) ω < ωD

R2F(ω) ) λω
2ωD

(73)

Γe-ph )
πpλωD

2 ( ω
ωD

)2
(74)

(b) ε ) ω > ωD

R2F(ω) ) 0 (75)

Γe-ph ) πpλωD/2 (76)

g(q|,ω) ) ∫dr nind(r ,ω)eq|z (77)

Vext(r ,ω) ) - 2π
q|

eq|zeiq|r |e-iωt (78)

nind(r ,ω) ) ∫dr ′ ø(r ,r ′,ω) Vext(r ′,ω) (79)
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Then, performing a Fourier transformation,ø0(r ,r ′,ω) can
be expressed via matrix elements given by

where the second sum runs over the band structure for each
wave vectork| in the first surface Brillouin zone (SBZ),εk|,n

represents the one-particle eigenvalues, andψk|,n represents
the corresponding eigenfunctions of the ground state, evalu-
ated with the use of anab initio self-consistent pseudopo-
tential method within the local density approximation.S is
a normalization area. Further calculation details can be found
in ref 210. By performing a Fourier transformation, one can
finally obtain the next expression for the surface response
function

Although in this formula only theø matrix elements with
parallel components of reciprocal wave vectors equal to 0
enter, the full three-dimensional dependence ofø on r and
r ′ is implicitly presented through the evaluation of the
integral equation (eq 9). However, these calculations are
rather computer time demanding. Therefore, in the case of
small crystal local-field effects, it is better to perform
calculations of theøGG′

0 (q|,ω) matrix for theG| ) G|′ ) 0
components only. This drastically reduces the computational
time. The effectiveness of this approach has recently been
demonstrated for the case of Mg(0001) and Al(111) surfaces
in refs 210 and 211, respectively.

In the case of the use of surface potentials which vary in
the direction normal to the surface only, the calculations are
greatly simplified due to the spatial invariance of the problem
in the plane parallel to the surface, andg(q|,ω) of eq 77
reduces to theg(q|,ω) form, which depends on the value of
q| only205

where

The RPA interacting density-response functionø(z,z′,q|,ω)
is calculated along the lines described in refs 212 and 213.

3. Electron Excitations in Bulk Para- and
Ferromagnetic Metals

We start the discussion of decay mechanisms of low-
energy single-particle excitations in metals in terms of
creation of electron-hole pairs. This mechanism, schemati-
cally illustrated in Figure 4, is the basic one in metals.
Moreover, for the majority of paramagnetic metals, this is
the unique electronic decay mechanism in the energy interval
from = -3 eV to =3 eV with respect toEF. The decay of
low-energy excited electrons and holes is not affected by
plasmon excitations since the energy of these excitations is

far beyond the low-energy interval. Typical examples of such
metals are Al and Be, where bulk plasmon energies are of
the order of 15 and 19 eV, respectively. Even in Ag, where
the plasmon energy is of the order of=4 eV,214 the low-
energy single-particle excitations are not influenced by this
very narrow plasmon peak. In ferromagnetic metals, we
analyze how spin-flip processes affect the decay of spin-
dependent low-energy excitations.81 We also analyze the
phonon-induced contribution to the inverse lifetime of excited
electrons and holes in metals which have recently been
studied.223,246

3.1. Simple Metals
In simple metals, electron-ion interaction is weak; hence,

the electronic structure and electron state widths of these
metals can be well approximated within the free electron
gas model. The first calculations of the electron width (the
decay rate of an excited electron or the inverse lifetime) were
performed by Lindhard,215Quinn and Ferrell,68 and Ritchie.216

Recently, the role of multiple electron-hole scattering for
the lifetime of the excited electrons and holes in the free
eletron gas model was studied in the framework of the
GW+T approximation.104 For very simple metals,ab initio
GW calculations ofexcited electronlifetimes have been
performed for Al,82,217-221 Be,219,222,223Mg,219 Na,224 and K.224

It was found that in all these metals, except for Be, the
evaluated inverse lifetimes do not depend strongly on
momentum and show approximately quadratic energy scal-
ing, Γe-e ∼ (E - EF)2, predicted within Fermi-liquid theory.
In Be, in contrast,Γe-e strongly deviates from the quadratic
energy dependence at certain points and directions of the
Brilloune zone (BZ). This deviation was explained by the
nonfree electron-like behavior of the electron bands (Figure
5, bandsT4, Σ1, and S′1) along certain symmetry directions
and at symmetry points.219,223 Excited holelifetimes have
been calculated using the GW approximation for Al220 and
Be.223 It was shown that in Al the hole inverse lifetime
can be well approximated by quadratic scaling:Γe-e ∼
(E - EF)2. For Be the low-energy excited hole inverse
lifetimes deviate from the quadratic scaling along some
symmetry directions.223 Later calculations done for Al have
also included multiple-scattering terms (T-matrix contribu-
tion) in the self-energy.82 However, despite the change of
the inverse lifetime values with respect to the GW results,
this inclusion did not change the quadratic scaling of the
Γe-e.

It is commonly accepted that the e-ph contributionΓe-ph

to the decay rateΓ is very important for electron (hole)
energies close toEF, more exactly for energiesE e |pωD -
EF|. However, first-principes calculations ofΓe-ph performed

øG,G′
0 (q|,ω) )

2

S
∑
k|

SBZ

∑
n,n′

θ(EF - εk|,n
) - θ(EF - εk|+q|,n′)

εk|,n
- εk|+q|,n′ + (ω + iη)

×

〈ψk|,n
|e-i(q|‚r |+G‚r )|ψk|+q|,n′〉〈ψk|+q|,n′ |ei(q|‚r |+G′‚r )|ψk|,n

〉
(80)

g(q|,ω) ) - 2π
q|
∫dz∫dz′ øG|)0,G|′)0(z,z′,q|,ω)eq|(z+z′)

(81)

g(q|,ω) ) ∫dz nind(z,q|,ω)eq|z (82)

nind(z,q|,ω) ) ∫dz′ ø(z,z′,q|,ω) Vext(z′,q|,ω) (83)

Figure 4. Decay of an excited electron with the creation of an
electron-hole pair. Filled circles indicate electrons, and an open
circle denotes a hole.
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in Be223 for certain symmetry points and symmetry directions
in the BZ have shown that, even for energiesE g |pωD -
EF|, Γe-ph can be comparable withΓe-e or, in some cases,
can be much bigger thanΓe-e. In Table 1 we compare the
phonon-induced lifetime broadening,Γe-ph, at T ) 0 with
the e-e contribution for some selected electron states at the
Γ, M, and L symmetry points. In general, the line width due
to the e-ph scattering is smaller than that induced by the
e-e interactions. For the electron statesΓ3

+ and M1
+, the

e-e contribution is nearly 1 order of magnitude larger.
However, for some electron states, such asΓ4

- and L1 (above
the Fermi level),Γe-ph is much larger thanΓe-e, since for
these states the e-e contribution is very small. This is
explained by the absence of final electron states with
relatively small momenta for the electron (hole) decay while
for large momenta the decay probability is small. As for the
e-ph interaction, analysis of the spectral function (eq 65)
showed that the Eliashberg function in Be is dominated by
high-frequency peaks of the phonon spectrum which are
determined by optical phonons while the low-energy peak
in the phonon density of states is completely suppressed by
the e-ph matrix elements.223 These optical phonons favor
the large contribution to the e-ph coupling that in turn results
in a small lifetime of quasiparticles in these states despite
the negligible values of the e-e scattering. For higher
temperatures, the changes in the e-ph contribution depend
on the value of the e-ph coupling parameterλk,i. As a rule,
they are not very large, which is consistent with the rather
weak e-ph coupling that is observed in hcp Be. Thus, at
room temperature, the e-ph contributions to the line width
for the M1

+, M2
-, and M4

- electron states are found to be
48, 28, and 20 meV, respectively. As one can see, they
remain smaller than the line widths due to the e-e scattering
for the same states, which do not depend on temperature.

3.2. Noble Metals

The electronic structure of noble metals is more compli-
cated than that of simple metals. Electronic spectra of simple
metals consist of sp symmetry bands225 while in noble metals
electronic structure consists of two groups of bands (as an
example, see Figure 1 for the band structure of Cu and ref
225): (1) unoccupied and occupied bands of sp symmetry
up to an energy of-2 eV (-4 eV) with respect toEF for
Cu and Au (Ag); (2) narrow occupied bands of d symmetry
with lower energies (except for the lowest states of s
symmetry). The distinction in symmetry and different
behavior in real space (the maximum of the d state wave
function is much closer to the nucleus position than that of
the sp state) leads to a qualitatively different energy and
momentum dependence ofΓe-e (τe-e

-1) for these two groups
of electron states.226 We start from the sp unoccupied states.
At first glance, the excited electrons in these states can be
considered as freelike electrons with a decay rate which
scales with energy asΓe-e ∼ (E - EF)2. Indeed, all first-
principles calculations for excited electron lifetimes in Cu,
Ag, and Au give this scaling.217-219,226,230However, as was
shown in ref 218, the d-electrons lead to the increase ofτe-e

as compared to the case of the free electron gas model.
Primarily, this effect is due to the contribution of the d
electrons to the screening of the electron-electron interaction
W(r ,r ′,wi,f). A similar effect takes place for holes excited in
the sp states. Very different decay occurs for holes in d states
of noble metals.226-229 In Figure 6 we show the calculated
lifetimes for holes in both the sp and d bands of these metals.
From this figure one can conclude that (1) d hole lifetimes
strongly deviate from the inverse quadratic scaling typical
for the free electron gas model; (2) for the same energy, d
hole lifetimes are much longer than the sp hole lifetimes;
and (3) d hole lifetimes show very clearly the effect of the
band structure.226 All three of these features are most
pronounced for the upper d bands, where the hole decay is
mostly determined by electron transitions from sp occupied
bands. These transitions contribute only slightly toΓe-e due
to different symmetries of the sp and d states and their
different localization in real space. In Figure 7 we compare
the calculated228,229and measured231-233 lifetimes for holes
in the upper d bands at a few symmetry points in the BZ for
Cu. One can see that the experimental data on the lifetime
of the X7+(5) state are in good agreement with the lifetime
values obtained from the full potential linear muffin-tin
orbital (FP LMTO) GW calculation.229 For energies lower
than that of theX5 state, the FP LMTO GW lifetimes
evaluated at the symmetry points are close to the results
obtained from the pseudopotential method based on plane-
wave basis set (PPW) GW computations.228 However, the
experimental lifetimes demonstrate a sharp decrease near the
top d band energy, and all the calculated lifetimes so far
appear to be longer than the experimental ones.

The importance of multiple electron-hole scattering
processes (T-matrix) for excited electron lifetimes can be
illustrated by using recent calculation results for the inelastic
mean free path (IMFP) in Au.234 The inelastic mean free
path of an excited electron in the stateψk,i,σ with momentum
k, band indexi, spin σ, and energyεk,i,σ is defined as the
distance the electron travels during its inelastic lifetimeτk,i,σ,
i.e., λk,i,σ ) τk,i,σvk,i,σ. The group velocity is defined asvk,i,σ
) ∂εk,i,σ/∂k. Normally the IMFPs deduced from experiments
are resolved in energy and spin, and not inmomentum;

Figure 5. LDA energy bands along the symmetry directions and
density of electron states (right panel) for hcp Be.

Table 1. Total Line Width, Γtot ) Γe-ph + Γe-e,
Electron-Phonon, Γe-ph, and Electron-Electron, Γe-e,
Contributions for Certain States at the Γ, M, and L Points for
Bulk Bea

state εLDA Γe-ph Γe-e Γtot

Γ3
+ -4.28 13 124 137

Γ4
- 1.19 18 1 19

M1
+ -4.87 40 189 261

M2
- -3.07 22 84 117

M4
- 3.54 16 80 78

L1 -3.54 38 78 105
L1 1.55 76 3 77

a These values are in millielectronvolts. The second column denotes
the LDA eigenvalues (in eV).
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therefore, for the comparison with experimental data, we
present here the computed momentum-averaged lifetimes
τσ(E), group velocitiesVσ(e), and IMFPλσ(E) ) Vσ(e) τσ(E).

In Figure 8 we show the averaged IMFP′s in Au calculated
within the GW and GW+T approaches and compare them
with the GW IMFP in Pt. In Au at the excitation energy of
about 1 eV, the IMFP obtained from the GW calculations is
equal to 1300 Å, that is, much longer than the IMFPs
deduced from photoemission experiments,235 220-230 Å,
and from BEEM measurements,236 230-280 Å. The inclu-
sion of the T-matrix terms gives a IMFP of approximately
470 Å; that is, multiple e-h scattering processes essentially
improve the agreement between theory and experiment. The
IMFPs in Pt appear to be much shorter than those in Au,
even when the T-matrix effects are included in the calcula-
tions for Au. This can be explained in terms of the electronic
structure of Pt. The band structure of Pt is very similar to
the band structure of Pd (see subsection 3.3). In both metals,
it is characterized by the high density of d states in the
vicinity of the Fermi level. Therefore, the decay of an
electron from these states to unoccupied d states is efficient
(as discussed above for holes in noble metals) and results in
IMFPs which are shorter than those in Au.

3.3. Paramagnetic Transition Metals

The electronic structure of transition metals is character-
ized by d bands at and aroundEF. As an example, we show
in Figure 9 the band structure of palladium along symmetry
directions together with the corresponding electron density
of states. The latter shows a pronounced peak atEF

determined by d electrons. In other transition metals, this
peak is shifted up to higher energies.225 This feature (d states
at and aboveEF) distinguishes transition metals from both
simple and noble metals and leads to very distinct lifetimes
in transition metals. In general, lifetimes in these metals are
significantly shorter than those in simple and noble ones.
This can be explained in terms of distinct density of states.
In noble metals, the electronic structure in the energy interval
0-4 eV aboveEF consist of 1-2 sp bands while in transition
metals the band structure at these energies consists of 2-5
d bands. The bigger number of final states increases the
efficiency of the electron decay and, thus, reduces the
lifetime.

Figure 6. Calculated LMTO GW hole lifetimes (solid diamonds)226

in the sp and d states of noble metals. Open circles depict the
evaluated data of ref 227. Dashed lines indicate the results of free
electron gas theory. The solid arrow shows d hole lifetimes along
the XL direction while the dashed arrow indicates d hole lifetimes
along the WX direction.

Figure 7. Calculated and experimental d hole lifetimes in some
symmetry points of the Brilloiun zone.229 Open squares are the
experimental data of ref 233. A big open circle and a star are the
TR-2PPE measured results of refs 231 and 232, respectively. Solid
diamonds are the results of the FP LMTO GW calculation,229 and
open circles are the data of the PPW GW evaluation.228 To provide
comparison with the PPW GW and experimental data, the FP
LMTO results have been shifted by-0.4 eV.

Figure 8. IMFPs (in Å) in Au and Pt as calculated within the GW
and GW+T approaches.

Electronic Excitations in Metals and at Metal Surfaces Chemical Reviews, 2006, Vol. 106, No. 10 4175



Only a few many-body GW calculations of electron and
hole lifetimes in transition metals have been published to
date.221,237,240,242Very recently, GW+T evaluations of excited
electron lifetimes have been done for Pd and Ta.82,245 The
general conclusion from all the calculations done is that, in
contrast to the cases of simple and noble metals, the excited
electron lifetimes in transition metals show a strong mo-
mentum dependence.221,237We illustrate this effect in Figure
10, where momentum and energy resolved lifetimes are
presented for electrons in Ag and Nb. As follows from the

figure in Ag, the momentum dependence of the electron
lifetime is much weaker than that in Nb. This can be
attributed to a much stronger momentum anisotropy of the
band structure of transition metals compared to that in noble
ones. In Figure 11 we compare the TR-2PPE experimental
data for the excited electron lifetimes in Ta with the lifetimes
obtained from the GW and GW+T calculations.245 This
comparison shows that the multiple scattering between holes
and electrons included in theT-matrix produces noticeable
contributions to the fast electrons’ decay. For excitation
energies higher than 1.6 eV, we find a very good agreement
between experimental relaxation times and GW+T theoreti-
cal lifetimes. Below 1.6 eV, the experimental relaxation times
are higher than the theoretical data. This can be attributed
to cascade effects which are important for excited electrons
at these energies.245

The role of the e-ph interaction in the excited electron
and hole decay in transition metals has been studied inab
initio calculations of the e-ph coupling parameterλ, the
Eliashberg spectral function, and theΓe-ph contribution by
using Pd as an example.246 Sklyadnevaet al.246 have shown
that e-ph coupling is significantly stronger for both occupied
and unoccupied d states than for sp unoccupied states. The
strong “d band”-phonon coupling is dominated by low-
frequency phonons while high-frequency phonons are sup-
pressed by e-ph matrix elements (eq 66). It is a typical
feature of transition metals caused by the coupling of d
electrons to transverse phonon modes.247

3.4. Ferromagnetic Metals
Additional mechanisms to the ones discussed above of

quasiparticle decay related with energy relaxation arise in
ferromagnetic metals. In these materials, the majority- (spin
up) and minority- (spin down) spin electrons form two
subsystems and the decay of an electron with a certain
direction of spin (up or down) can be accompanied by the
creation of a Stoner pair (an electron with one direction of
spin and a hole with the opposite spin direction) or/and
magnon excitation. In Figure 12 we schematically show the
decay mechanisms for an excited electron. We discuss these
mechanisms by using recent calculations for Fe and Ni.81,248

Figure 9. Electron energy bands for bulk Pd. The right panel shows
the density of states.

Figure 10. Electron lifetimes (less that 100 fs) in Ag (upper panel)
and Nb (lower panel) as calculated by the LMTO RPA GW method
are shown by solid diamonds.237 In the upper panel, the solid line
depicts the free electron gas model withrs ) 2.1. In the lower
panel, the momentum-averaged LMTO GW lifetimes are depicted
by the thick solid line, whereas the thin solid line represents the
lifetimes calculated by the free electron gas model withrs ) 3.1.
The momentum dependence (anisotropy) of the lifetime is reflected
by different positions of solid diamonds at the same energy.

Figure 11. Experimental and momentum-averaged electron life-
times in Ta versus excitation energy:245 (solid diamonds) theoretical
momentum-averaged GW lifetimes; (open diamonds) theoretical
momentum-averaged GW+T lifetimes; (stars) experimental data,
shown together with the error bars. The thick solid line is a guide
for the eye.
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In Figures 13 and 14 we show the calculated spin-projected
densities of states as well as the GW and GW+T momentum-
averaged inverse lifetimes,Γ, for Fe and Ni, respectively.
Within the GW+T formalism, the contribution of non-spin-
flip processes to the inverse lifetimes is described by the
GW term and by theT-matrix term withσ1 ) σ2 whereas
the spin-flip contributions follow from theT-matrix term with
σ1 * σ2.81 The spin-flip part of the inverse lifetime for an
excited electron in the stateψq,i,σ is determined by the
unoccupied statesψk,n′,-σ with lower energy and opposite
spin and by the transition probabilities between theψq,i,σ and
the ψk,n′,-σ states weighted by ImTσ,-σ(ω) at energyω )
εq,i,σ - εk,n,′-σ.81 In the case of Fe, the GW calculation

disagrees with measurements100 for both directions of spin
(Figure 13). The inclusion of the non-spin-flip contribution
(electron decay in the same spin channel, right panel of
Figure 12) from the T-matrix strongly increases the line width
of the spin minority state for energies larger than 1 eV, while
for smaller energies the spin-flip processes (electron decay
via creation of the Stoner pair and excitation of magnon,
left panel of Figure 12) dominate, resulting in good agree-
ment with the measured line width. For the spin majority
states, the T-matrix contribution is small and does not modify
the results obtained from the GW calculations. This disagrees
with the experiment but it is well compatible with the Fe
band structure: the transitions from 3d (σ ) -1/2) f 4p (σ
) 1/2), which accompany the de-excitations of spin-majority
electrons, result in a small contribution to the spin-majority
line width due to the small density of 4p1/2 states at all
energies.81 Similar to the case of Fe, for the spin majority
states in Ni the effect of the electron-hole multiscattering
processes is also small while for the spin-minority states the
situation is different. For the latter states, the difference
between the GW and the GW+T inverse lifetimes is mostly
due to the non-spin-flip multiple scattering processes. The
contribution from the spin-flip processes is small.

The inelastic lifetimes, calculated for Fe and Ni within
the GW+T approach,81 have been employed in order to also
calculate the spin-resolved inelastic mean free path.234 The
main results of these calculations are shown in Figure 15.
Both experimental and theoretical data demonstrate a big
spin asymmetry of IMFPs in Fe and Ni:λspin-up . λspin-down.
This is an important property used in spintronic devices, e.g.,
spin-valve transistors and magnetic tunnel transistors, to
realize the switching of current depending on the direction

Figure 12. Left panel: decay of the excited spin-down electron
in the minority band with the creation of an electron-hole pair in
the majority band. The Stoner pair is in the rectangle pictured by
the dashed line. Right panel: decay of the excited spin-down (up)
electron in the minority (majority) band with the creation of an
electron-hole pair in the same band.

Figure 13. Calculated81 and experimental inverse lifetimes of
excited electrons in Fe. Solid diamonds show the GW contribution
to Γ, open circles show the GW+T non-spin-flip contribution, and
black triangles show the complete GW+T (non-spin-flip+ spin-
flip) Γ-values. Stars show the experimental inverse lifetimes of refs
100 and 249.

Figure 14. Calculated81 and experimental100,249 inverse lifetimes
of excited electrons in Ni. Notations are as in Figure 13.
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of the applied magnetic field.239 The calculation results
for Ni agree well with experimental data for permalloy
Ni80Fe20 (experimental data for pure Ni and Fe are absent).
The T-matrix effects (i.e. generation of Stoner’s pairs and
spin waves in Fe and non-spin-flip multiple scattering in Ni)
appear to be important at the energy of excited electron below
1 eV, whereas above 1 eV, i.e., in the energy region
important for spintronic devices, the IMFP is well described
within the GW approach.

3.5. Comparison of Theoretical and Experimental
Lifetimes

Theoretical and experimental results on the study of
excited electron lifetimes in simple, noble, and transition
metals are summarized in Table 2. The momentum averaged
lifetimes,τe-e(E), obtained fromab initio GW and GW+T
calculations, are shown together with the lifetimes evaluated
by using eq 2 for the free electron gas model forE - EF )
0.5, 1.0, and 2.0 eV and are compared with the relaxation
times deduced from TR-2PPE measurements. As follows
from the table, in general, theab initio momentum averaged
lifetimes do not follow a precise inverse quadratic scaling
with an excitation energy. However, in some cases, the
lifetimes can be well fitted by this scaling function using
the effectivers parameter that is different from a “geo-
metrical” definition, 4/3πrs

3n0 ) Ω0, wheren0 and Ω0 are
respectively the number of valence electrons and the volume
per atom. This is the case of noble metals.226 In Mg and Al,
quite accurate scaling is achieved forrs values obtained from
the “geometrical” definition. For transition and rare earth
metals, the notion ofrs is not well defined at all. Neverthe-
less, even for these metals, sometimes it is possible to find

an effectivers value to approximate the measured or/and
calculated lifetime dependence on energy by the inverse
quadratic scaling.237,250

By comparing the QF lifetimes with the GW ones for
simple and noble metals, one can note that good agreement
between these data is obtained only for Mg and Al at energies
of 1 and 2 eV. For Be, the disagreement can be attributed to
the complicated band structure (Figure 5) that leads to a very
strong momentum dependence of the electron and hole
lifetimes.219,223 For noble metals, the disagreement can be
attributed to the absence of d-electrons in the free electron
gas model.

As follows from the table, the measured relaxation times
are generally shorter than the GW (GW+T) lifetimes,τe-e.
This can be attributed to several factors. First, the experi-
mental relaxation times contain the contribution from the
e-ph interaction: the inclusion in theory of this interaction
reduces the lifetime. Second, the transport effect results in
the reduction of the measured relaxation time.251,252 Third,
the refilling of the excited state with the cascade electrons
from higher excited states increases the relaxation time. For
a one-to-one comparison of theoretical lifetimes and mea-
sured relaxation times, it is necessary to include in the
evaluations all the three above-mentioned factors. In prin-
ciple, the e-ph contribution to the inverse lifetime can be
obtained from first-principles calculations, as was recently
done for bulk Be223 and Pd.246 However, accurate evaluation
of the two other factors is more problematic since it requires
the use of nonequilibrium theories.

4. Excitations on Clean Metal Surfaces
As mentiond in the Introduction, an analysis of theoretical

and experimental research on electron and hole excitations
in surface and image-potential states on clean metal surfaces
has been presented in a review by Echeniqueet al.74 Here
we incorporate an analysis of new experimental and theoreti-
cal findings to give a comprehensive perspective and updated
idea of all the work done for clean surfaces.

4.1. Excitations in Surface States
One of the conclusions of Echeniqueet al.74 was that for

surface states on Al and Mg surfaces there was no agreement
between the results of the GW calculations26,74,253,254and the
photoemission measurement data of the 1980s.255-258 In
recent photoemission measurements of the temperature
dependence of a hole line width in a surface state on
Mg(0001), a much better agreement with theory was
found.203 It was also shown that the e-ph coupling in the
surface state,λ = 0.27, is close to that,λ = 0.30, in bulk
Mg. This result does not seem surprising, since the Mg(0001)
Γh surface state is located in a narrow energy gap and, hence,
it is of very bulklike character.259,260Another photoemission
measurement has been performed for hole surface states on
Bi(110).37 In contrast to earlier mesurements of the e-ph
coupling in hole surface states on Bi(100),189 it was found
that on Bi(110) the e-ph coupling is quite weak and the
coupling parameterλ is similar to that on the Mg(0001)
surface. Despite this similarity inλ, the hole decay mecha-
nisms on Mg(0001) and on Bi(110) are different. On
Mg(0001), theΓh surface state energy is of= -1.6 eV (Table
3) and, hence, the e-e contribution,Γe-e ) 92 meV,203 is
mostly responsible for the hole decay (the e-ph contribution,
Γe-ph, is only of =20 meV203). On Bi(110), the energies of

Figure 15. Spin-resolved inelastic mean free path in Ni and Fe
calculated within the GW and GW+T approaches. Up triangles
show spin-majority IMFP from the GW calculations; down triangles
show the spin-minority GW IMFP corrected for T-matrix effects.
Stars show the GW results for the spin-minority electrons without
T-matrix corrections. Solid (open) circles are experimental data for
the spin-majority (-minority) electrons in the Ni80Fe20 alloy from
ref 238.
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the hole pockets near theΓh andMh symmetry points are small
(they are of the order of theΓh hole surface state on
Ag(111), = -(50-60) meV37). Hence, as in the case of
Ag(111),32 the Γe-e is expected to be small too and the
dynamics of holes in surface states on Bi(110) is expected
to be dominated by the e-ph interaction.37 A similar
mechanism of the hole decay in surface states is also
expected for Bi(111), where the e-ph coupling was found
to be even stronger,λ = 0.40,267 than that on Bi(110).

Recently, Baueret al.27,268 measured the energy and line
width of theΓh d surface state on the (0001) surface of the
lanthanide metals La, Gd, Ho, and Lu by using STS at low
temperature, 10 K. This state, being close toEF, is located
in a local band gap around theΓh point (see, for instance,
calculations by Kurthet al. for Gd269). Due to interaction of
d electrons with partly filled f shells in Gd and Ho, their d
surface states are spin-split: an occupied majority-spin
surface state just belowEF and an unoccupied minority-spin
surface state just aboveEF (see Table 3). Baueret al. have
found that the minority-spin surface states show an unusually
large line width,Γ = 130 meV, that was attributed to a strong
e-e interaction in these flat bands27 and to a strong e-ph
coupling in the later publication.29 A different interpretation
was given by Allen,23 who showed, by using the simple

“ferromagnetic Kondo lattice” model, that this width can be
explained by electron-magnon (e-m) interaction.

Summarizing the results shown in Table 3, it can be noted
that a modern state of the theory that includes both the e-e
and e-ph interaction gives electron and hole line widths of
the surface state on simple and noble metal surfaces in good
agreement with recent measurements by PES and STS. In
the case of the Pd(111) surface, a better agreement with
TR-2PPE measurements270 can be achieved by the inclusion
of the e-ph contribution to the line width. For the rare-
earth metals, it seems necessary to perform a detailed
theoretical study of all the e-e, e-ph, and e-m interactions
to discriminate a dominating mechanism of excited electron
(hole) decay in theΓh d surface state.

4.2. Excitations in Image-Potential States
New contributions shedding light on new aspects of the

decay mechanisms of excited electrons in image-potential
states have recently been published.56,271,279,280Borisov et
al.271 analyzed the role of resonant one-electron transfer
in the decay of the population of resonance image po-
tential states. These states have been found experimentally
and/or theoretically, for instance, on the noble metal sur-
faces Cu(111), Ag(111), and Au(111)21,157,281as well as on

Table 2. Momentum Averaged Lifetimes,τe-e, (fs) Obtained from Ab Initio GW Calculations of Real Metals (Calcd) and Lifetimes
Evaluated from Eq 2 for the Quinn-Ferrell (QF) Free Electron Gas Model68 Together with the TR-2PPE Measured Relaxation Times
(Exp) for Excited Electrons at EnergiesE - EF ) 0.5, 1.0, 2.0, and 3.0 eVa

τe-e (fs)

metal 0.5 eV 1.0 eV 2.0 eV 3.0 eV

Be calcd ∼200 [219] 85 [219] 40 [219] 10 [219]
(rs ) 1.87) QF 220 55 14 6

exp
Mg calcd 66 [219] 19 [219] 6 [219] 3 [219]
(rs ) 2.66) QF 91 23 6 3

exp
Al calcd 105 [219] 37 [219]; 66 [221]; 56 [82] 10 [219]; 20 [221]; 16 [82] 4 [219]; 9 [221]; 7 [82]
(rs ) 2.07) QF 171 43 11 5

exp 33 [251] 22 [251] 13 [251]
Cu calcd 62 [219]; 40 [226]; 45-50 [221] 14 [219, 226]; 15 [221] 6 [219]; 7 [221, 226]
(rs ) 2.67) QF 90 23 6 3

exp ∼90 [231] 44-65 [231] 16-32 [231]; 17-27 [241] 5-28 [241]
Ag calcd 44 [226] 16 [226] 6 [226]
(rs ) 3.01) QF 67 17 4 2

exp
Au calcd 58 [226]; 48-63 [221,242] 23 [227]; 17-20 [221]; 18 [226] 13 [227]; 9 [221]; 12 [226]
(rs ) 3.01) QF 67 17 4 2

exp 200 [243] 87 [243] 26 [243] 9 [243]
Fev calcd 60 [81] 18 [81] 5 [81]

exp 8.5 [100]
FeV calcd 4.5 [81] 4.5 [81] 1 [81]

exp =5 [100]
Ni v calcd 68 [81] 20 [81] 8 [81]

exp 18 [100] 7 [100]
Ni V calcd 6 [81] 4 [81] 2.5 [81]

exp 13 [100] 5 [100]
Nb calcd 30 [237] 13 [237] 8 [237] 4 [237]

exp
Mo calcd 166 [244]; 150 [244] 39 [244]; 30 [244] 10 [244]; 7 [244] 3 [244]; 2 [244]

exp 50-77 [244] 20 [244] 5-8 [244] 1-4 [244]
Rh calcd 20 [244]; 17 [244] 7 [244]; 5 [244] 3 [244]; 2 [244] 2 [244]; 2 [244]

exp 10-14 [244] 3-4 [244] 3-4 [244] 2-7 [244]
Pd calcd 12 [82]; 9 [82] 9 [82]; 8 [82]; 10-13 [221] 6 [82]; 5 [82]; 6-10 [221] 3-4 [82]; 3 [82]; 4 [221]

exp
Ta calcd 33 [245] 10 [245]; 18 [245] 6 [245]; 9 [245] 5 [245]; 8 [245]

exp 14 [245] 5 [245] 3 [245]
Yb exp 78 [250] 137 [250]

a For ferromagnetic Fe and Ni, the data are given for both spin-majority and spin-minority states. The lifetimes for Yb have been measured by
using STS.250
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the simple metal surfaces Be(0001),157 Be(101h0),282

MgB2(0001),283 Al(100), and Al(111).284,285Borisovet al.271

studied Cu(111), Ag(111), Au(111), and Be(0001) by using
the wave propagation method (see subsection 2.2.1). They
showed that, in contrast to image-potential states located in
the projected gap (this is the case for Cu(100)286 and
Ag(100)74) on Cu(111) and Ag(111), the line width of the
second (n ) 2) image state is wider than that of the first
(n ) 1) image state. We summarize the calculated results
for the first four image-potential states in Table 4. This
unusual result can be easily explained by the different nature
of the n ) 1 andn ) 2 states. Then ) 1 state lies in the
gap while then ) 2 state is degenerate in energy with bulk
states (see Figure 2). Then the line width of then ) 1 state
is determined by many-body inelastic scattering processes
while the decay of then ) 2 state is determined by more
efficient one-electron charge transfer. On other surfaces,
where all image states are resonances, they show a regular
behavior: the line width decreases with the increase of the
quantum numbern. Moreover, the line width of resonance
image states on all the surfaces studied obeys then3 scaling
established theoretically19,20,287for the gap image states and
confirmed experimentally in TR-2PPE measurements.46 This
result can be understood from the quasi-classical arguments.
Indeed, for the electron moving under the action of the image

potential and colliding from time to time with the surface,
the rate of the electron escape into the metal is given by the
fixed probability of the transmission through the metal-
vacuum interface multiplied by the collision frequency. Since
the difference in energies of the image state resonances is
relatively small, the transmission probability is basically
constant through then-series, while the collision frequency
is proportional ton-3.288Thus, the resulting resonance charge-
transfer rate (width) has ann-3 dependence. Another
important point of the calculation271 is that the calculated
line widths are in good agreement with available experi-
mental data (see Table 4). This confirms that the decay of
excited electrons in resonance image states is mostly due to
one-electron transfer from the image state to underlying bulk
and surface states.

On surfaces of ferromagnetic materials, the gap image-
potential states are expected to be spin-split due to the spin-
split character of the bulk band structure projection. For these
states, the exchange splitting between majority- and minority-
spin states is comparable with the total line width21,42 that
includes lifetime broadening and quasielastic scattering. This
makes difficult measuring the intrinsic line width (lifetime
broadening) of individual image states. However, recently,
time-, energy-, and spin-resolved 2PPE mesurements of a
thin Fe film on Cu(100) by Schmidtet al.279 have overcome

Table 3. Energies (in eV) and Line Widths (in meV) for Different Surface States at Low Temperaturesa

surface state energy Γe-e Γe-ph Γcalcd Γexp

Be(0001) Γh -2.73 265 80 345 [201] 350 [201]
Mh 1 -1.8 72 80 152 [201] (380) [261]

Be(101h0) Ah -0.42 53 80 133 [202] 130 [202]
-0.39 185 [188]

Mg(0001) Γh -1.6 83 [253], 92 [254], 91 [203] 25 [253], 19 [262] 108 [253], 110 (∼500) [258], 133 [203]
-1.7 (∼200) [255]

Mh -0.96 32 [254] 9 [262] 41
Al(100) Γh -2.75 67 [265], 131 18 149 [26] (500) [256], (450) [257]
Al(111) Γh -4.56 336 36 372 [253] (∼1500) [257]
Cu(111) Γh -0.445 14 8 22 [32] 24 [32]

-0.435 23 ( 1 [266]
Cu(110) Yh -0.510 8 [265] e32 [264]
Ag(111) Γh -0.067 2 4 6 [32] 6 [32], 5 [263]

-0.063 6 ( 0.5 [266]
Au(111) Γh -0.505 14 4 18 [32] 18 [32]

-0.484 21 ( 1 [266]
Pd(111) Γh +1.35 37 [270] (54) [270]
La(0001) Γh +0.130 49 ( 10 [268]
Gd(0001) Γh -0.182v 44 [27]

+0.491V 132 [27]
Ho(0001) Γh -0.09v 19 [27]

+0.347V 125 [27]
Lu(0001) Γh -0.017 2 ( 1 [268]

a The calculated values (Γcalcd) are decomposed in electron-electron (Γe-e) and electron-phonon (Γe-ph) contributions.Γe-ph values for Cu, Ag,
Au(111), and Al(100) surfaces are from microscopic computations24,26 while for the Mg(0001) surfaceΓe-ph is from ab initio calculations262 and
other values are from 3D Debye model evaluations forT ) 0 K. Values forΓexp in parentheses were measured at room temperature.

Table 4. Widths of the Image-State Resonances (in meV)a

Ag(111)
Eu ) -0.66 eV

Cu(111)
Eu ) -0.69 eV

Au(111)
Eu ) -1.95 eV

Be(0001)
Eu ) -3.95 eV

n calcd exp calcd exp calcd exp calcd

1 (33 [75]) (22( 10/6 [289, 290]) (29 [75]) (30( 10 [44]) 410 160( 40 [21] 900
405 [123] 230 [292]

2 38.1 g33 [289] 40.6 47( 10 [51] 62.8 61 [123] 108
37.6 [291]

3 12.7 10 [289] 13.4 16.5( 2.5 [51] 19.5 36
4 5.4 5.6 8.2 12.3

a The first column for each surface corresponds to the present results. Numbers in parentheses correspond to the conventional image states
stationary within the one-electron picture.Eu stands for the energy of the top of the projected band gap with respect to the vacuum level. calcd)
calculated; exp) experimental.
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this problem and found spin-dependent lifetimes forn ) 1
andn ) 2 (see Table 5. They obtainedτ1 ) 16 ( 2 fs and
τ1 ) 11 ( 2 fs for the majority- and minority-spin electrons,
respectively, in then ) 1 state. The corresponding intrinsic
line widthsΓ1 ) 41 meV andΓ1 ) 60 meV compare well
with the found exchange splitting of 56( 10 meV for this
state. For then ) 2 state, the valuesτ2 ) 47 ( 3 fs (Γ1 )
14 meV) andτ1 ) 35 ( 3 fs (Γ1 ) 19 meV) were obtained
for the majority- and minority-spin electrons, respectively.
In this case, the intrinsic line widths are much bigger than
the respective exchange splitting, 7( 3 meV. Schmidtet
al.279 also showed that quasielastic scattering processes are
spin-dependent.

Application of an external electric field to a metal surface
induces a Stark shift of intrinsic surface states293 as well as
of image-potential states.56 This effect has been identified
in STM and STS measurements of binding energies of
surface and image states by comparing these energies with
photoemission results.21,38,42,56,74,266,293An electric field be-
tween the probe tip of a scanning tunneling microscope and
the surface of the sample induces a Stark shift of image-
potential states by∼5 eV, so it is important to know how
much this field affects the dynamics of excited electrons.
Many-body calculations of the lifetime of electrons in image
states on Cu(100) with an applied electric field have recently
been done by Crampin.280 He showed that an increase of
bias voltage leads to an increase of the intrinsic line width
of an image state. Two mechanisms are responsible for this
increase. First, the applied field pushes an image state closer
to the surface, producing larger overlap of this state with
underlying bulk and surface states. This in turn increases
the imaginary part of the self-energy and, respectively, the
line width. Second, the applied field pushes up the energy
level of the image state, opening more final states (more

decay channels) for the excited electron decay. This also
increases the imaginary part of the self-energy and the line
width. The Crampin analysis showed that the tip-induced
change in the electron lifetime has to be taken into account
in the STM studies of the dynamic properties of surface
electronic states, especially high-energy states.

As mentioned in section 3, in many metals, plasmon
excitations have energies of 10-20 eV. Therefore, these
excitations are beyond the relevant energy interval 0-4 eV
for the decay of image-potential-state electrons. In Ag,
however, both the surface and bulk plasmons have energies
around 3.8 eV. These collective excitations can influence
the decay of image-potential states via the participation of
d-electrons in the screening of electron-electron interac-
tion.28,30 The effect of d-electrons on the screening can be
taken into account by using the s-d polarization model of
Liebsch205,294 that replaces the d states by a polarizable
medium characterized by the local dielectric functionεd(ω).
It had been expected that the inclusion of the d band effect
and therefore of the surface-plasmon excitation as a new
channel for the decay of image-potential states would reduce
their lifetimes. Garcı´a-Lekueet al.,28 however, showed that
the subtle combination of the spatial variation of s-d
polarization and the characteristic nonlocality of the electron-
electron interaction near the surface actually yields longer
lifetimes for the n ) 1 state on Ag(100) which are in
excellent agreement with time-resolved 2PPE measure-
ments.295 The presence of collective excitations thus explains
why the lifetimes of the image-potential states on Ag(100)
are longer than those on Cu(100) (see Table 5).

In Table 5 we show the measured TR-2PPE lifetimes of
excited electrons in image-potential states on noble and
transition metals surfaces. For comparison, we also give the
theoretical lifetimes obtained from the GW calculations with

Table 5. Lifetimes (in fs) Measured by TR-2PPE and Calculated Using the GW Approximation for Image-Potential States on Clean
Metal Surfaces: calcd) calculated; exp- experimental

lifetime

metal ref n ) 1 n ) 2 n ) 3 n ) 4 n ) 5

Li(110) calcd [277] 18 44
Cu(001) exp [46, 295] 40( 6 120( 15 300( 20 630 1200

exp [297] 41.3 150 406
calcd [286] 38 168 480

Cu(119) exp [274] 15( 5 39( 5 105( 15 200( 20 350( 40
Cu(117) exp [274] 15( 5 39( 5 95( 15 190( 20 350( 40
Cu(111) exp [44, 51] 18( 5 14( 3 40( 6

calcd [75] 23
Cu(775) exp [394] 18( 2
Ag(001) exp [295] 55( 5 160( 10 360( 15

calcd [30] 55 219 658
Ag(111) exp [275] 32( 10 e20

calcd [75] 20
Au(100) calcd [278] 22 93 264
Fe(110) exp [279] 16( 2 v, 11( 2 V

calcd [278] 31
Co(0001) calcd [278] 37
Ni(100) exp [298] 16( 5

calcd [278] 20 101 287
Ni(111) exp [272] 7( 3

calcd [278] 15
Ru(0001) exp [495] 11

calcd [276] 14
calcd [278] 14 70

Pd(100) calcd [278] 11 56
Pd(111) exp [270] 25( 4

calcd [270] 22 89
Pt(111) exp [273] 26( 7 62( 7

calcd [273] 29 73
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the one-dimensional potentials of refs 157 and 197. Note
that the theoretical lifetimes are represented in Table 5 only
by the e-e contribution since the e-ph contribution to the
decay rate of electrons in image states is normally small
(Γe-ph j 1 meV for the first image state and significantly
smaller for the higher image states) and, thus, can be ignored
for image states.296 As follows from the table, a good
agreement between the TR-2PPE and theoretical lifetimes
is obtained for the first (n ) 1) image state on all the metal
surfaces except for surfaces of ferromagnetic metals, Fe and
Ni (for Co(0001) there is no available experimental data).
For the latter surfaces, the calculated lifetimes are higher by
a factor of 2 compared to the measured data. This can be
attributed to the model used for calculations of the electronic
structure of these materials. The band structure obtained with
a one-dimensional model potential157,197 does not contain
d-electron bands, which means a smaller number of electrons
per atom compared to that in the real metal. This leads to
weaker screening and, consequently, to higher lifetimes. It
is believed thatab initio calculations which take d-electrons
and the spin-dependence of all electrons into account can
give lifetimes of electrons in image states in much better
agreement with the TR-2PPE data. For the higher image
states, the agreement between the theory and experiments is
less impressive than that for then ) 1 image state. The origin
of this disagreement is not yet clear.

4.3. Collective Excitations on Clean Metal
Surfaces

In the jellium-like models, the surface-response function
predicts a zero width for surface plasmons in the long-
wavelength limit. The theory predicts that, with increasing
of momentumq| parallel to the surface, the width rapidly
increases due to decay into electron-hole pairs. This would
lead to the situation that collective excitations with small
momenta could not affect electronic excitations with energies
less than the surface plasmon energy. However, experimen-
tally, the surface plasmons exhibit a finite width even at
q| ) 0. On typical metal surfaces such as Al, Hg, and Mg,
the surface plasmon width is of the order of 1 eV.299,300,303,305

Since surface plasmon properties in theq| ) 0 limit are
determined by the bulk dielectric functionε(ω), the experi-
mental surface-plasmon widths∆ωsp at q| ) 0 should be
approximately described by the measured bulk dielectric
function ε(ω). Indeed, in the case of Ag, Li, Hg, and Mg,
the experimentally observed surface-plasmon width is well
described in this manner.205 Nevertheless, for K and Al the
width was found to be considerably larger than that predicted
in this way. The results of the first calculations of the surface
plasmon width with the full inclusion of three-dimensional
electronic structure for the Mg(0001) and Al(111) surfaces
have been presented recently in refs 210 and 211, respec-
tively. The calculations show that both a realistic electronic
structure calculated within anab initio approach and a proper
treatment of exchange-correlations are crucial for the de-
scription of the surface plasmon width for the entire
momentum region. A very good agreement has been obtained
with experimental data, as is appreciated in Figure 16 for
the Mg(0001) surface. Based on this agreement, it was
concluded that other possible sources such as defects, steps,
and phonons do not influence the surface plasmon decay. It
was also demonstrated that the inclusion in the theory of
band structure effects only in the direction perpendicular to
the surface is not sufficient to describe the surface plasmon

width in the small momenta region. Additionally, for both
Mg(0001) and Al(111), the calculations gave an initial
negative dispersion of the surface plasmon width, a behavior
that was also observed experimentally for a variety of metal
surfaces such as Ag(110),301,302 Mg(0001),303 mercury,300

graphite,304 and Al(111).305

The energies of strongly localized sp surface states at the
(111) noble metal surfaces have quasi-parabolic dispersion
with momentum parallel to the surface. Hence, these states
can be considered to form a quasi 2D electron gas with a
2D Fermi energy equal to the surface-state binding energy
at the center of the surface Brillouin zone. In the absence of
the 3D bulk electrons, this 2D electron gas would support a
2D collective oscillation with the dependence of its energy
on the 2D momentumq| given by the equation307

This equation shows that, with increasing wavelength,
plasmon frequencies in a 2D electron gas go to zero and,
therefore, should contribute to the decay of all electronic
excitations. However, due to their square-root dependence
on the wave vector, these plasmons do not affect electron-
hole and phonon dynamics significantly near the Fermi level.

Recently, it has been demonstrated that due to the presence
of the 3D bulk electrons the dynamical screening at surfaces
provides a mechanism for the existence of a new collective
mode, the energy of which has a linear dependence on the
2D momentum in the smallq| region. It has been shown
that metal surfaces where a partially occupied quasi-2D
surface-state band coexists in the same region of space with
an underlying 3D electron continuum support a well-defined
acoustic-like surface plasmon.213,308In this case, a combina-
tion of the nonlocality of the 3D dynamical screening and
the spilling out of the 3D electron density into the vacuum
allows the formation of the 2D electron-density acoustic-
like oscillations at metal surfaces.309,310To date, the acoustic
surface plasmon properties, such as energy and line width
dispersions, have been calculated for Be(0001) and (111)
noble metal surfaces with the use of the surface model
potentials of refs 157 and 197. Recent calculations have
demonstrated that this collective mode should be well defined
in the energy range from zero up to, at least, several hundred
millielectronvolts.213 In Figure 17 the results reported in ref
213 for the Cu(111) surface acoustic plasmon line width are

Figure 16. (a) Surface plasmon width dispersion for Mg(0001)
calculated with the momentum-dependent kernel of ref 306.Ab
initio data for theΓM (ΓK) direction of the surface Brillouin zone
are shown by the filled (open) diamonds. The solid (long dashed)
line is the corresponding best data fit. The dashed (dotted) line
presents the jellium model (one-dimensional model potential157)
dispersion. Stars indicate experimental data.303
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presented. Acoustic surface plasmon decay can occur by
exciting electron-hole pairs either through transitions be-
tween 2D and 3D states or through transitions within the
3D continuum of bulk states. At small energies belowω ∼
110 meV, where an acoustic surface plasmon can only decay
by exciting electron-hole pairs within the 3D subsystem,
one can see that its line width is entirely determined by the
external broadening parameterη. With an increase of
plasmon energy above∼110 meV, the 3D intraband con-
tribution to the line width significantly increases. On the other
hand, by comparing the results with (solid symbols) and
without (open symbols) inclusion of transitions between 2D
and 3D electronic states in the evaluation of theø(z,z′,q|,ω),
one can draw a conclusion about their low level of
importance in the acoustic plasmon decay in the entire energy
range considered. Whereas, due to its small energy, this
acoustic surface plasmon should influence the decay rate of
all electronic excitations at the metal surfaces, its relative
impact is not clear at the moment. To clarify this point,
additional investigations are required.

5. Overlayers on Metal Surfaces

5.1. Metal Overlayers on Metal Surfaces
The growth of ultrathin metal films with thicknesses

ranging from a fraction of a saturated atomic monolayer to
several monolayers on a metal substrate can produce a variety
of effects in the electronic structure.First, the adfilm can
remove or modify the intrinsic surface state of the substrate.
This is the case for sodium adlayers on Cu(111)311-318 and
on Al(100).319-321 Second, if the substrate has a local band
gap or symmetry band gap in the direction normal to the
surface, it is possible for electrons to be trapped in quantum
well (QW) states. These states form 2D electron gases with
metal densities localized in the adfilm. Systems with local
band gaps are, for instance, Fe on Au(100),322 Ag on Au
and Au on Ag,323-327 and Pb on Cu(111).328,329 Typical
systems with the symmetry band gaps are adfilms of Ag on
Fe(100)324 and on V(100).330,331Third, adfilms with reason-

ably large thickness can support surface states (states
localized at the adfilm-vacuum interface). These surface
states are easily formed by noble metal adfilms on noble
metal substrates.324-327,332-335 Fourth, adfilms with a sharp
adfilm-substrate interface can support clear interface states
which can be detected in photoemission measurements. An
example of such systems is Mg adfilms grown on W(110).
In recent photoemission measurements,336,337 a clear Mg
interface state was found for a number of thicknesses of Mg
adfilms. Moreover, it was shown that this state is spin-split
due to W substrate-induced spin-orbit interaction.Fifth, in
many cases, the growth of ultrathin films causes the change
of two-dimensional translational symmetry338,339resulting in
the folding of the substrate electron bands. The folded
substrate bands partly cover the substrate energy gap, thus
changing the character of the quantum-well state from the
QW gap state to QW resonance. This change can affect the
decay mechanisms of the excited electrons (holes) in QW
states.85

Of the two contributions to the lifetime broadening of QW
states (electron-electron,Γe-e, and electron-phonon,Γe-ph),
the latter has been investigated in detail for Ag/Fe(100),191,340

Ag/V(100),204,331and Na/Cu(111).312,318,341These investiga-
tions have been motivated by several reasons: (1) to explain
the measured hole quantum-well states line width, it is
important to measure bothΓe-e andΓe-ph contributions; (2)
in ultrathin films, the e-ph coupling parameterλ can be very
different fromλ in the corresponding bulk metals,324,331which
is important for the search for new superconducting materials;
(3) theλ parameter can strongly vary with the variation of
the adfilm thickness;331 (4) λ can be directly extracted from
the temperature dependence of the hole QWS line widths
obtained from photoemission measurements. For QW states
with binding energies larger than the Debye frequency of
the material of interest, only the e-ph contribution,Γe-ph,
is temperature dependent (see eq 68) and the slope of this
dependence givesλ. However, this slope reflects e-ph
coupling only if noticeable amounts of thermal defects such
as vacancies or/and interstitial atoms do not appear with the
increase of temperature. In noble metals and many transition
metals, the effect of thermal defects on theΓe-ph(T) can be
safely avoided in the temperature interval=0-300 K. In
this temperature interval, Paggelet al.191 measuredλ in the
sp and d hole states for a 10-layer film of Ag on Fe(100).
They found that e-ph coupling is much stronger in the sp
hole state (λ = 0.5) than that in the two d hole states (λ =
0.05) of the adfilm. These results can be compared with those
of e-ph coupling in bulk Pd. This metal is a neighbor of
Ag in the periodic table and shows a similar structure in the
density of electron states. The main difference between the
two DOSs is that in Pd the DOS is shifted up towardEF by
=4 eV and the peak related to the top of the 4d states is
located atEF instead of at= -4 eV as in bulk Ag. In recent
first-principle calculations of the e-ph interaction in Pd,
Sklyadnevaet al.246 showed that the e-ph coupling param-
eterλ at the top 4d state,X5, at theX point is equal to 0.05
and in the∆1 sp bandλ = 1.0 andλ = 0.35 atEF and at the
X point, respectively. However, only a few Pd d-electron
states show a very small value ofλ; the majority of d
states exhibitλ values which are comparable withλ in the
sp states and in many cases are much larger thanλ in the sp
states.

Kralj et al.204 studied the layer dependence ofλ in the
sp-QW state of Ag adfilms on V(100). They showed thatλ

Figure 17. Line width of the acoustic surface plasmon in the
Cu(111) surface versus plasmon energy, as obtained from the
imaginary part of the surface-response functiong(q|,ω) of eq 82
for three values of the broadening parameterη ) 0.1, 1, and
5 meV entering eq 80.213 Solid (open) symbols represent the line
width with (without) inclusion of transitions between 2D and 3D
states in the evaluations of the noninteracting density-response
function of eq 80.
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strongly varies with the number of adlayers at thicknesses
of 1-4 Ag monolayers and that for thicker films it ap-
proaches the Ag bulk value. This variation was interpreted
in terms of the interaction of the photohole with the potential
step oscillations induced by the Ag surface atom vibrations
at the Ag-vacuum interface.204

More theoretical work has been done to evaluate the e-ph
interaction in Na ultrathin films on Cu(111). In the pioneering
work of Hellsing and coauthors,312 the e-ph coupling
constant was calculated for the QW state in 1 monolayer
(ML) of Na/Cu(111) by assuming that vibrations of a Na
monolayer can be represented by a single phonon mode with
Na atom vibrations in the direction perpendicular to the
monolayer plane (Einstein mode). This model accounted for
the whole QW state width, that in general includes contribu-
tions from inelastic e-e scattering as well as from one-
electron processes and from scattering on defects. Later it
was shown that the inelastic e-e scattering contribution is
not negligibly small and should be included in the description
of the QW state dynamics in 1 ML of Na/Cu(111).318 Very
recently, Borisovaet al.342 have shown that in 1 ML of Na/
Cu(111) clear Na perpendicular modes do not exist. All
perpendicular vibrations with Na atoms involved have the
largest weight in the Cu(111) substrate. Hence, the contribu-
tion to λ in the QW state should be formed by many modes.
This was assumed in the estimations of the e-ph contribution
by Chulkovet al.318 where the phonon-induced contribution,
Γe-ph, was shown to be comparable with the e-e inelastic
contribution,Γe-e. The perpendicular Na vibrational mode
was shown to arise for Na coveragesθ < 1 ML. It becomes
stronger as coverage is further reduced. This fact makes the
role of the Einstein mode much more important for coverages
lower than 1 ML of Na.

The role of another decay mechanism of electrons excited
in a QW state, namely elastic one-electron scattering, was
recently studied by Corriolet al.85 using p(2×2) overlayers
of Cs and Na on Cu(111) as an example. The growth of
these overlayers creates a surface unit cell which is larger
than the Cu(111) substrate unit cell; thus, it decreases the
reciprocal unit cell and leads to folding of the substrate
electron bands. This folding makes the Na and Cs QW states
degenerate with the Cu bulk bands, as shown in Figure 18,
and introduces a new mechanism for the decay of electron
states which are not present in the case of the gap QW states.

It was found (see Table 6) that the many-body inelastic e-e
scattering contribution to the QW state line width is small
while the one-electron (elastic) scattering contribution gives
half of the experimentally observed line width. The rest is
given by e-ph scattering.

5.2. Insulating Overlayers on Metal Surfaces

Overlayers other than metallic ones are also possible and
indeed influence the dynamics of excited electronic states
at surfaces. Depending on their interactions with the excited
electrons, they can lead to various phenomena. As examples,
we can mention the localization processes, such as formation
of small polarons4 or electron solvation.343,467 The case of
molecular overlayers on surfaces has recently been reviewed
by Zhu.344 Below, we will concentrate on the case of a thin
layer of an insulator covering a metal surface. Detailed
experimental and theoretical studies have demonstrated that
the dynamics of excited states at surfaces is deeply modified
in the presence of a thin layer of an insulating material. In
many cases, the layer acts as a spacer layer; that is, it
produces an overall repulsive potential for electrons which
prevents a low energy electron from penetrating the insulator
layer and, thus, efficiently separates the substrate electronic
states from the vacuum ones. This is a big difference with
regard to metallic overlayers, where the electron-overlayer
potential is overall attractive, leading to the appearance of
quantum well states located inside the layer.

The first experimental studies on the excited electron
dynamics at surfaces in the presence of spacer layers by
Harriset al.345,346,493addressed the role of different parameters
of the system. In particular, the key influence of the relative
energy position of the electronic excited state and of the
insulator band gap was clearly demonstrated. Harriset al.
studied the case of image states on a Ag(111) surface covered
by a thin Xe overlayer.345,346,493 They showed that, if
degenerated with the Xe layer band gap, the image state
retains its character and it is located in the vacuum outside
the rare gas layer. As a consequence, it is located in a region
of space where the image charge attraction is weaker and,
thus, the binding energy of the image state is smaller than
that on the clean metal surface. The penetration of the image
state inside the metal substrate is also much decreased
compared to the clean metal surface case, and thus, the image
state decay rate due to inelastic electron-electron interactions
in the substrate is decreased. At this point, it must be stressed
that the decay of the image state involving inelastic electron-
electron interactions that is dominant on clean metal surfaces
cannot occur in an insulator, due to the lack of available
final states for the transitions. Thus, the image state decay
still has to involve the metal substrate electrons. Another
situation is met if the image state energy is outside the
insulator band gap, so that the image state electron can easily

Figure 18. Dispersion of p(2×2) Na and Cs quantum well states
in theΓh - Mh direction.85 The dark gray area indicates the projection
of bulk Cu states onto the (1×1) SBZ, while the light gray area
shows the closing of the gap aroundΓh after back-folding from the
Mh - Mh Cu andMh Cu - K′ symmetry directions defined in the inset.

Table 6. Line Width Contributions (in meV) of Various
Scattering Channels for the p(2×2) Na and Cs Overlayer
Quantum Well Statesa

energy Γelastic Γe-e Γe-ph Γtotal Γexp

Cs 42 9.4( 3 <0.1 7.5( 3 17( 3 18( 2
Na 408 7.4( 3 0.4 9( 3 16.8( 3 16( 3

a The energy (in meV) of these states is given with respect toEF.
Γelastic represents elastic scattering,Γe-e represents electron-electron
scattering, andΓe-ph represents electron-phonon scattering.Γtotal is the
resulting total width.Γexp are the STS experimental values.85

4184 Chemical Reviews, 2006, Vol. 106, No. 10 Chulkov et al.



penetrate the overlayer. The character of the excited states
is then quite different from the previous case. Excited
quantum well states localized inside the layer can appear
similarly to the case of metal overlayers. As well, states
localized both in the layer and in the vacuum can be formed.
These states exhibit a mixed image state-quantum well state
character. The energy and the width of these states strongly
depend on their spatial localization. The presence of an
insulator layer can thus,a priori, lead to the existence of
states with very different characteristics. Detailed TR-2PPE
studies have been reported for image states on insulators in
a variety of systems consisting of, e.g., rare gas layers on
noble metal substrates,150,291,345-347,493-495alkanes on Ag(111),493

oxygen molecules on Cu(111),494 nitrogen molecules on
Cu(111),348 naphthalene on Cu(111),349 n-heptane on
Au(111),123 andp-xylene on Ag(111).350

Similar to the case of clean metal surfaces,34 inelastic
intraband scattering processes have been observed for
dielectric layers on metal substrates.348,350TR-2PPE experi-
ments revealed that for small electron momenta parallel to
the surface,k|, the time-resolved photoemission signal
maximizes for pump-probe time delays larger than that for
largek|. This brings evidence for the time evolution of the
momentum distribution of excited electrons and, in particular,
for transitions from high to lowk| states within the same
image state continuum. Thus, the movement parallel to the
surface of an electron in an image state with a nonzerok| is
slowing down due to its interaction with the overlayer.
Detailed analysis of the experimental data and, in particular,
of the rise and fall time of the photoemission signal as a
function of k| leads to the interpretation of this relaxation
process as due to energy transfer to the frustrated rotation
of the molecules in the layer348 or to friction of the image
state electron with energy transfer to the substrate elec-
trons.34,350

On the theoretical side, the effect of an insulator layer on
excited electronic states at surfaces was first treated using a
continuous dielectric medium (CDM) model.345,347The basic
idea of the CDM351 is to consider the overlayer as a
continuous medium, which can be characterized by the
electrostatic properties of the infinite insulator medium, the
permittivity ε, and the energy position of the conduction band
minimum. Then, classical electrostatics is used to compute
the potential felt by the image state electron interacting with
the metal+ overlayer system. Potential discontinuities at
interfaces are removed by an ad-hoc procedure. This model-
ing, associated with some parameter adjustment, reproduces
the experimental results in certain systems.345,347In particular,
it accounts quite well for the various trends mentioned above.
However, this approach fails for certain systems, such as
Ar on Cu(100).352 Besides the use of an adjustment
procedure, this approach neglects the effect of the over-
layer crystallography, as well as the variation of the
medium characteristics with the layer thickness. A one-
dimensional (1D) model of rare gas layers has been
developed that represents the rare gas layer by a potential
modulated perpendicular to the surface, following the atomic
planes, and invariant by translation parallel to the surface.
It allows one to account for the effect of the rare gas layer
(ref 353, see details in the article by Gu¨dde et al. in this
issue).

A three-dimensional parameter-free approach has been
recently developed to describe the interaction of a low energy
electron with an Ar layer adsorbed on a metal.152 It is based

on a pseudopotential description of the electron-Ar interac-
tion and incorporates the actual crystallographic structure of
the layer. It consists first in determining the pseudopotential,
the sum of a short-range part and of a long-range polarization
part, that reproduces the scattering phase shifts for a low
energy electron interacting with a free Ar atom. Then,
knowing the crystallographic structure of the Ar layer, one
sums all the interaction potentials between the active electron
and the Ar atoms, taking into account the mutual polarization
effects. This mutual polarization is the essence of the
dielectric character of solid Ar. Indeed, all the Ar atoms are
polarized by the active electron and its image in the metal
substrate; this creates dipoles on the various Ar atoms that
polarize each other. The mutual polarization problem is
solved by a self-consistent iterative method.152 In this way,
the external field brought by the active electron is properly
screened by the Ar medium. Tests on bulk Ar show that
this approach quantitatively reproduces the behavior of low
energy electrons in Ar. The total potential felt by the active
electron is then obtained as the sum of the electron-layer
and electron-substrate potentials, with the latter being the
local potential introduced by Chulkovet al.157 to represent
the electron interaction with a clean metal surface.

The wave packet propagation approach (see section 2.2.1
for details on the procedure) has been used to determine the
characteristics of image states in the Ar/Cu(100) system
modeled with the 3D microscopic potential described above.
The results of this study account for the available experi-
mental data.150,152Figure 19 presents the electron densities
of the n ) 1 image states for 1 ML and 4 ML of Ar on
Cu(100). The calculation is three-dimensional, but the figure
only presents a cut of the 3D density in the plane perpen-
dicular to the surface. In bulk Ar, the bottom of the
conduction band is located above the vacuum level,152,354so
that we expect the image states to be repelled by the Ar layer
and to be confined in the vacuum outside the layer. This is
fully confirmed by the calculation (Figure 19). As the
electron penetrates from the vacuum into the Ar layer, the
electron density decreases on the average, consistent with
the insulator character of the layer. The electron density
further decreases inside the metal substrate because of the
projected band gap. As a result, in the 4 ML case, the
probability of finding an image state electron inside the metal
is extremely small. A very well marked structure appears at
the location of the Ar atoms in the layer, and it corresponds
to the orthogonality constraint of the image states to the inner
levels that are bound in the electron-Ar pseudo potential.
When averaged parallel to the surface, the electron density
decreases steadily as the electron penetrates the layer and
the substrate and only exhibits small modulations following
the Ar planes. Comparing parts a and b of the figure, one
can see that as the Ar layer thickness increases, the electron
is repelled further away in the vacuum, leading to a decrease
of its binding energy.

Figure 20 presents a comparison between the computed
and measured energies and lifetimes of then ) 1, 2, and 3
image states in Ar/Cu(100).150 The microscopic representa-
tion of the Ar layer is seen to lead to an excellent agreement
with TR-2PPE experimental data for the state energy. The
microscopic approach was also used to get the effective mass
of the image states,meff, for electron motion parallel to the
surface.meff is defined from the dispersion relationE(k|)
calculated with the WPP approach. It was found to be slightly
smaller than the free electron mass,me, with the difference
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varying according to the penetration of the image state wave
function inside the Ar layer. This is consistent with experi-
mental results150 that reported an image state effective mass
equal tome within a 10% accuracy. Indeed, the image states

are predominantly located in the vacuum for which a free
electron mass is expected, and they slightly penetrate the
Ar layer, for which an effective mass of the order of that in
bulk Ar (0.47me in the 3D microscopic description) is
expected. As for the lifetime of then image state,τn, it has
been computed using a bulk penetration approximation. The
change of lifetime between clean Cu and Ar covered surfaces
(Ar/Cu) was obtained as the ratio between the bulk penetra-
tions,pn, of the image states:

This approximation is based on the qualitative idea that, since
the image state decay comes from inelastic interactions of
the excited electron with bulk electrons, it should be weighted
by the wave function penetration into the bulk. Despite the
fact that this approximation neglects the nonlocal effects, it
gives quite reasonable results in the Ar/Cu case, as has been
recently demonstrated with many-body calculations based
on the above-mentioned 1D modeling.355 The results of the
microscopic description approach for the lifetime are shown
in Figure 20 together with TR-2PPE experimental data. Both
sets exhibit the expected trend of increasingτn when the layer
thickness increases. The agreement is quite good, deteriorat-
ing progressively with the layer thickness. One can notice
that, in both sets, the relative magnitude of the lifetime for
the variousn states is noticeably changing withn. This has
been interpreted as an effect of the different tunneling
probabilities of the image states through the Ar layer.152

One of the qualitative results of the above study that could
look surprising at first sight is noteworthy: an atomically
thin Ar layer has a clear insulator character. Indeed, it could
be argued that a single monolayer would have shown some
porosity. However, it does not. This feature has consequences
for several other systems. First, on the (111) surfaces of noble
metals, the projected band gap does not overlap the vacuum
level. Then, the higher lying image states are, in fact,
resonances with quite short lifetimes due to their decay by
resonant one-electron transfer into the bulk. In this case too,
the presence of an insulator layer that separates vacuum from
the bulk substrate results in a significant lengthening of the
resonance lifetime.123,291 A very extreme case is that of a
free-electron metal covered by an Ar layer that has been
studied theoretically using the 3D microscopic approach.356

On a free-electron metal, the image potential is present but
no band gap can prevent the electron from escaping into the
bulk. Only extremely broad resonances, if any (see the
discussion in refs 357 and 358), can appear in such a case.
It was shown356 that a thin Ar layer adsorbed on a
free-electron metal surface leads to the existence of well-
defined long-lived image resonances, quite comparable to
the usual image states seen on surfaces exhibiting a surface-
projected band gap.

The presence of a thin insulator layer also influences the
surface state on the (111) surfaces of noble metals. The
energy change due to the presence of a thin rare gas layer
(up to a few monolayers) could be observed both by STS
and photoemission.359-362 The surface state band bottom was
found to move up by around 50-150 meV, increasing from
Ar to Xe. The case of surface states on Au(111) was further
studied using the CDM model described above for image
states. Though not fully quantitative, this study allowed one

Figure 19. Two-dimensional cut of the 3D electron density
corresponding to the (k| ) 0) n ) 1 image state on a Cu(100)
surface covered by 1 ML (part a) and 4 ML of Ar (part b). The
Z-axis is perpendicular to the surface (Z > 0 in a vacuum, the Cu
image plane is located atZ ) 0), and theY-axis is one of the axes
parallel to the surface. The position of theY-axis with respect to
the hexagonal array in the outer Ar layer is given in the inset. The
thick segment along theY-axis indicates the range shown in the
figure.

Figure 20. Binding energy (in eV, upper part) and lifetime (in fs,
lower part) of then ) 1, 2, and 3 image states on Ar/Cu(100) as
functions of the Ar coverage expresssed in monolayers, ML.
Symbols show the experimental results, and lines show the results
of the 3D microscopic study.150

τn(Ar/Cu)

τn(cleanCu)
)

pn(cleanCu)

pn(Ar/Cu)
(85)
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to interpret the surface state energy shift as a result of the
change of the image potential outside the surface due to
screening by the rare gas layer.362

Besides the change in the dynamics of the electronic states
already present at a clean substrate surface, an insulator layer
on a metal can lead to the appearance of new states, located
inside the insulator layer. As we have already mentioned,
for heavy rare gas layers such as Xe, quantum well states
can be formed.345,493 Observed in the Xe/Ag(111) system,
these states have an energy below the vacuum level. Thus,
these are bound states in a one-electron picture, since they
can escape neither into the metal, because of the projected
band gap, nor into vacuum. The quantum well states
correspond to quantization of the rare gas conduction band
inside the layer, similar to the quantum well states observed
in the case of metal overlayers on metals. The higher lying
states resulting from the quantization of the conduction band
for a Xe overlayer are located above the vacuum level. These
are quasi-stationary states in a one-electron picture, and they
can decay by electron transmission through the rare gas-
vacuum interface. For the lighter rare gases, the bottom of
the conduction band is above the vacuum level. All the levels
corresponding to the quantization of the conduction band
inside the layer are quasi-stationary (resonances) in a one-
electron picture in this case.

A theoretical study using the microscopic description of
the Ar layer brought evidence for the existence of quantum
well resonances in the Ar/Cu(100) system.152 For thin Ar
layers (up to 4 ML), the quantum well resonances were
extremely broad with widths in the few hundreds of
millielectronvolts range, corresponding to a very high
transmission of the Ar-vacuum interface. Analysis of the
corresponding wave functions confirmed their origin: quan-
tization of the Ar conduction band. This conclusion was
further supported by computation of the dispersion relation
E(k|). It corresponded to an effective mass around 0.6me,
which was quite close to the electron effective mass inside
bulk Ar, consistent with the Ar conduction band origin of
the states. Experimentally, the quantum well resonances have
been observed and analyzed in detail in the Ar/Cu(100) over
a large range of layer thickness by TR-2PPE as well as by
one-photon photoemission363,364(see also the article by Gu¨dde
et al. in this issue). Analysis of the evolution of these states
with the layer thickness has revealed an interesting change
of their character. For thin layers, these are quantum well
resonances inside the layer, but for thick enough layers, they
change into interface states located at the metal-Ar interface.
Indeed, if we consider a very thick Ar layer on a metal as a
continuous medium, we can expect the image potential
outside the metal to be very similar to that in the clean metal
case, except for a factor,ε, where ε is the bulk Ar
permittivity. Then, image states very similar to the usual ones
on clean surfaces should appear, though with a much weaker
binding energy converging toward the bottom of the conduc-
tion band of the layer. These “image states in an insulator”
appear if the insulator layer is thick enough to encompass
their breadth; otherwise, reflection at the insulator-vacuum
interface transforms these states into the quantum well
resonances discussed above. It is remarkable that these states
could be observed by photoemission over a very large range
of layer thickness, since these states are buried inside the
layer, with both the incident photon and the outgoing electron
having to travel through the Ar layer. The above interpreta-
tion of the evolution of states from quantum-well resonances

to buried image states was supported by calculations using
a 1D model for the Ar layer.363,364

Quasi-stationary levels localized inside an insulator thin
film and corresponding to the quantization of the insulator
conduction band have also been experimentally observed
quite a few years ago in another physical context: electron
transmission through an insulator thin film adsorbed on a
metal surface.354,365,366In these experiments, an electron beam
of variable energy was sent toward a metal surface covered
by a thin insulator film (rare gas, methane) and the intensity
of the transmitted current was recorded as a function of the
incident electron energy. The transmission probability was
found to exhibit a series of peaks, the positions of which
depended on the layer thickness. These peaks have been
interpreted as signatures of the quantization of the electron
motion perpendicular to the surface; they are the direct
analogue of Perot-Fabry transmission resonances in optics.
Detailed analysis of the peak position as a function of the
layer thickness provided information on the electronic band
structure of solid Ar.354 One can then stress that similar
quantized states associated with the rare gas conduction band
could be found in very different situations: quantum well
states, quantum well resonances, and interface states observed
in 2PPE experiments and resonances observed in transmis-
sion experiments.

Effects of the weak electron transmission through a thin
rare gas layer have also been reported in the case of transient
states localized on an atom on the surface or on an atom
moving with respect to the surface. This is, for example,
the case of the core-excited Ar*(2p3/2

-14s) adsorbed on a
metal surface (see refs 148 and 487 and section 6.5.1 in this
review). If the Ar* atom is located in an Ar layer adsorbed
on a metal surface, then the 4s electron transfer to the bulk
is much slowed if the 4s electron has to go through the Ar
layer. A similar effect was invoked in the case of electron
stimulated desorption processes from a surface covered by
a rare gas layer.367 In that case, the desorbing ions have to
travel through a rare gas layer before escaping into vacuum.
As shown by charge-transfer rate computations using the
CDM model,368 neutralization of desorbing negative ions is
strongly weakened by the presence of a rare gas layer since
electron transfer implies tunneling of the electron through a
rare gas layer. This change in ion neutralization leads to an
increase of the negative ion desorption yield.

The effect of an insulator layer on a metal substrate has
also been observed and analyzed for molecular negative ion
resonances formed by electron scattering. Transient capture
of an electron by a molecule opens the way toward various
processes involving an energy transfer from the incident
electron to the target molecule: vibrational and electronic
excitation of the molecule, dissociation, rearrangement, or
desorption (see, e.g., reviews in refs 369-371). When the
molecule is adsorbed on a surface, the characteristics (energy
and width) of the negative ion resonance are modified by
the molecular environment. Electron scattering by molecules
adsorbed on a rare gas layer has been studied experimentally
in detail.372,373 Such resonances in electron scattering are
located usually well above the vacuum level, so that the
resonances are degenerated with the rare gas conduction
band. Although transmission through the layer is possible,
theoretical studies using the CDM model373 or a 3D
microscopic description of the layer374 have shown that the
reflectivity of the rare gas-vacuum interface is playing a
dominant role inducing interferences between scattered waves
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and leading to a stabilization of theN2
-(2Πg) molecular

resonance in the case of the N2 molecules adsorbed on an
Ar layer on a metal substrate.

6. Adsorbates on Metal Surfaces
The dynamics of excited electrons at surfaces has been

discussed above in the case of perfect and clean surfaces.
However, one can expect an excited electron localized in
the surface area to be extremely sensitive to any modification
or any defect on the surface. In particular, adsorbates are
very efficient in perturbing the dynamics of excited electrons
at surfaces. We can distinguish two kinds of effects induced
by adsorbates: (i) A localized adsorbate or defect on a
surface acts as a scatterer for the excited electrons traveling
on the surface in, e.g., image or surface states, thus perturbing
their dynamics; (ii) an adsorbate can itself support localized
transient excited states. These states are important in the
context of reaction mechanisms, since very often, surface
mechanisms involve the transient formation of an excited
electronic state localized on an adsorbate as an efficient way
of transferring energy between the electronic and the nuclear
degrees of freedom.

6.1. Scattering of Delocalized States by
Adsorbates

In the case of an electron in an excited-state delocalized
on a surface, such as a surface state or an image potential
state, one can picture the electron as traveling not far from
the surface with a momentumk|, parallel to the surface. On
a clean, perfect surface, this electron is traveling quasi-freely.
In the presence of a low density of adsorbates at random
positions on the surface, one can still consider this electron
as quasi-free. However, from time to time, it is scattered by
an adsorbate. Because of the very large mass difference
between an electron and an adsorbate, one can assume the
adsorbate to remain immobile during the scattering so that
the electron energy is conserved in the scattering process.
Two different scattering processes are possible, as depicted
in Figure 21. In a first process, the electron is transferred
into another electronic band at constant energy, e.g., scat-
tering from an image potential state into a substrate bulk
state or into another image state continuum. This interband
scattering process leads to a decrease of the excited state
population, i.e., to population decay. In a second process,
the electron remains in the same electronic band while it

changes its quantum state at constant energy; for example,
an electron initially in ak| state of then-th image potential
state continuum is scattered into thek′| state of the same
continuum such thatk| ) k′|, so that only the direction of
propagation is changed. This intraband scattering process
leads to the decay of the coherence of the electron, without
population decay (a process also called “pure dephasing”).
In the optical Bloch equation formalism,375 which is very
often used to analyze the coherence dynamics of a system,
these two processes correspond to the population lifetime
T1 and to the pure dephasing timeT2

/.
In the case of a low adsorbate density on the surface and

of a random distribution of the adsorbates on the surface,
we can assume that the different scattering centers are
independent and incoherent. It is then easy to relate the
perturbation induced in the excited-state dynamics by the
adsorbate to the scattering cross sections of an individual
adsorbate. The corresponding population decay rateΓdecay

and “pure dephasing” rateΓdephare given by refs 153-155:

where σinter and σintra are the scattering cross sections for
interband and intraband scattering, respectively.n0 is the
adsorbate surface density, andk| is the electron traveling
momentum in the initial state. Both population decay and
“pure dephasing” contribute to the broadening of the level,
and the total broadening rate of the excited state is given by

whereσtotal is the total scattering cross section, i.e., the sum
of the interband and intraband scattering cross sections.

It is worth noting that the above scattering processes
induced by the adsorbates are one-electron processes. On a
clean surface, image states are stable in a one-electron
formalism and they decay via multielectron interactions or
electron-phonon interactions (see e.g. section 2). In the case
of a surface covered by adsorbates at random positions, the
translational invariance of the surface is broken and one-
electron decay processes of the image states are possible.
As follows from eqs 86 and 87, the excited state lifetime
and the pure dephasing time should vary linearly with the
adsorbate coverage for low adsorbate densities on the surface.
The above relations implicitly assume that scattering by the
different adsorbates is independent and incoherent. This
implies that the distance between two adsorbates is larger
than the adsorbate scattering cross section (in 2D, the cross
sections have the dimension of a length) and then the inverse
of the electron momentum,k|. As follows from our studies,
σtotal diverges as 1/k| as k| goes to zero. This limits the
applicability of the above relations to finitek| values and to
low adsorbate coverages of the surface. These two conditions
can be combined into a single condition,k|λMFP . 1, where
λMFP is the electron mean free path on the surface. This is
the Joffe-Regel condition,376 beyond which a new scattering
regime appears. When the coverage increases and when the
ranges of action of the different scatterers on the surface
start to overlap, the above relations are not valid anymore
and another formulation should be sought to describe the
adsorbate effect on excited states in which scattering by one
adsorbate occurs under the influence of all the other
adsorbates on the surface (see, e.g., the discussion in refs

Figure 21. Adsorbate-induced scattering of the Cu(100) image state
electrons. The figure shows the energy of the image states (dashed
lines) as a function of the electron momentum parallel to the surface,
k|. The shaded area represents the 3D bulk states. The intraband
and interband scattering processes, that lead to dephasing and
population decay of the image states and that are allowed by energy
conservation, are indicated schematically by horizontal arrows. Gray
arrows indicate the intraband scattering, and black arrows indicate
the interband scattering.

Γdecay) k|n0σinter

Γdeph) k|n0σintra (86)

Γtotal ) k|n0(σinter + σintra) ) k|n0σtotal (87)
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154 and 377). One can also stress that the above scattering
view of the adsorbate effect only applies to the case of
adsorbates at random positions on the surface. The situation
is quite different in the case of an ordered adsorbate layer.
The periodicity of the adsorbate-induced potential along the
surface leads to band-folding effects (see section 5). Under
band-folding, the surface localized states may either remain
bound states in a one-electron picture or decay into the 3D
continuum of the bulk states via the exchange of a reciprocal
lattice vector of the adsorbate lattice.

The effect of the presence of various adsorbates on image
states has been studied theoretically in various systems using
the scattering formalism outlined in section 2.2.1. The main
ingredients in the calculation are (i) the interaction potential
between the electron and the clean surface,Ve-surf, which
defines the unperturbed image potential states, and (ii) the
local perturbation introduced by the adsorbates,Vads. The
wave packet propagation study of electron evolution in the
Ve-surf + Vads compound potential allows extracting the
scattering cross sections (both intraband and interband) for
an electron initially in a given image state continuum (see
section 2.2.1). The model potential developed in ref 157 is
used to describe theVe-surf interaction. This potential is a
function of the electron coordinate perpendicular to the
surface only. Free-electron motion parallel to the surface is
then assumed. This model potential has been derived from
first principle calculations to reproduce the main features of
the electronic band structure at theΓh point (projected band
gap, energies of the image, and surface states). Different
representations of theVadspotential have been used depending
on the type of adsorbed species under study. These involved
pseudopotentials for alkali adsorbates153-155 or Ar adsor-
bates,155 model potentials for electronegative adsorbates,155

or potentials extracted from first principles DFT calculations
of the adsorbate-substrate system in the case of Cu adatoms
on a Cu(100) surface.149 In this last case, joining a model
potential description to aVadspotential extracted from DFT
calculations has several advantages. It allows us to properly
include the image potential and, thus, to get a proper
description of the image states, which would not be the case
with a local exchange-correlation potential in the DFT
treatment. On the other hand, the adatom-induced perturba-
tion, being extracted from a comparison between DFT
calculations on Cu(100) and Cu/Cu(100) systems, retains all
the information from this first principle approach.

As an example of the effect of scattering by adsorbates
on image state dynamics, Figure 22 presents the adsorbate-
induced decay rate of then ) 1 andn ) 2 image states on
a Cu(100) surface with Cs adsorbates.153 The results are
shown as a function of the electron energy with respect to
the vacuum level (the bottoms of then ) 1 andn ) 2 image
state continua are located at-0.573 and -0.177 eV,
respectively). The decay rate is expressed in millielectron-
volts for a Cs coverage of the surface equal to one Cs
adsorbate per 1000 Cu surface atoms.

As a first remark, the adsorbate-induced decay rate exhibits
a few structures as a function of the electron energy. Some
of these structures are related to the opening of new decay
continua for the image states; for example, the structure
labeled (1) is associated with the opening of then ) 2 image
state continuum as a decay channel for scattering of ann )
1 electron. Similarly, the structures labeled (2) and (5) are
associated with the thresholds of then ) 3 and n ) 4
continua. Other structures, such as structures (3) and (4),

located slightly below the image state continua thresholds,
are due to adsorbate-induced resonances, associated with the
localization of the image state continua (see the discussion
below in section 6.3). The adsorbate-induced resonances can
appear as peaks or as dips in the scattering cross sections,
as they are associated with the transient capture of the
scattered electron by the adsorbate. The decay induced by
Cs adsorbates on Cu(100) is quite efficient: for energies
close toΓh, the n ) 2 decay rate induced by Cs adsorbates
amounts to 1.5 meV for a 0.001 ML coverage. This can be
compared to the decay rate of then ) 2 image state on clean
Cu(100), which is in the 4-5 meV range.286,295Thus, for Cs
coverages in the few 10-3 ML range, the lifetime of then )
2 image state is dominated by adsorbate scattering. So, even
trace concentrations of alkali adsorbates are able to signifi-
cantly affect the dynamics of the image states at surfaces.
Another qualitative feature appears in Figure 22. When they
are possible, transitions between image states are very
efficient. Thus, decay of then ) 2 image state is dominated
by the interband scattering into then ) 1 image state
continuum. This is attributed to a large spatial overlap, that
favors transitions between image states rather than from an
image state into substrate bulk states.

Figure 22. (a) Total and partial decay rates (in meV) of then )
1 image state on a Cu(100) surface induced by electron scattering
from Cs adsorbates. The theoretical results153 are presented as
functions of the electron total energy measured with respect to the
vacuum level. The abscissa-axis starts at the bottom of then ) 1
image state continuum (-0.573 eV). The Cs adsorbate coverage
corresponds to 1 Cs adsorbate per 1000 Cu surface atoms.
Assignment of the structures is explained in the text. Solid line:
total decay rate. Dashed line: partial decay rate corresponding to
the interband transition into then ) 2 image state continuum. (b)
The same as above for then ) 2 image state. The abscissa-axis
starts at the bottom of then ) 2 image state continuum (-0.177
eV). Solid line: total decay rate. Dashed line: partial decay rate
corresponding to the interband transition into then ) 1 image state
continuum.
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In the case of scattering of Cu(100) image states by alkali
adsorbates, the interband scattering process appears to be
significantly weaker than intraband scattering; that is,
adsorbate-induced decay is weaker than adsorbate-induced
pure dephasing. This is illustrated in Figure 23, which shows
the decay rate, the pure dephasing rate, and the total
broadening rate (sum of the first two) for then ) 1 image
state of the Cu(100) surface covered with Cs adsorbates.154

The rates are expressed in millielectronvolts per milli-
monolayer (meV/mML). Results are presented as a function
of the electron energy with respect toΓh: E - EΓh ) k|

2/2.
The pure-dephasing rate appears to be an order of magnitude
larger than the decay rate. In this system, this is attributed
to the presence of a strong dipolar part in the scattering
potential, Vads. Alkalis adsorb as positive ions on metal
surfaces at low coverages, and the adsorbate charge is
screened by its image charge in the metal, leading to a large
local electric dipole (for Cs/Cu(100) it amounts to 7 au).
The long-range dipolar part ofVads efficiently scatters the
electron for distant collisions, leading to large intraband cross
sections. The angular momentum resolved intraband scat-
tering probabilities (see section 2.2.1) slowly decrease when
m, the angular momentum of the scattered electron, is
increased. In contrast, interband scattering, i.e., adsorbate-
induced decay processes, requires more short-range colli-
sions; their convergence with increasingm is much faster,
leading to a decay rate significantly smaller than the pure
dephasing rate in this system. The general trend of decreasing
scattering cross sections with increasingmcan be understood
from the centrifugal barrier growth,m2/2F2, which does not
allow an electron to approach close enough to the scatterer.

Theoretical study of the effect of different adsorbates on
the dynamics of image states on Cu(100) surfaces allowed
for the characterization of the relative importance of the
various processes and their link with the scatterer properties.

(a) As illustrated above, alkalis are very efficient scatterers,
leading to significant contributions in the image state decay,
even for very low adsorbate densities, in the 10-3 ML
range.153-155 Local dipoles induced by alkali adsorbates lead
to a very efficient pure dephasing process, an order of
magnitude stronger than the decay process.

(b) Tests for a model electronegative adsorbate were
performed with aVadstaken as a repulsive Coulomb potential
associated with its electric image in the metal.155 The induced
dephasing rate was found to be of the same order, though

numerically different from that of an analogous alkali. This
confirms the role of the dipolar potential as a key ingredient
for the dephasing process. For all the systems that were
studied, the strength of the dephasing process was found to
follow the importance of the dipolar potential; however, there
is no direct proportionality, and the situation is far from
perturbative. Decay induced by a model electronegative
adsorbate is much less efficient than that by an alkali
adsorbate (except at large traveling energies). This confirms
the importance of short-range interactions for the decay
process: in the electronegative adsorbate case, the repulsive
Coulomb potential prevents the electron from approaching
close to the adsorbate center.

(c) Ar adsorbates (Vadspseudopotential taken from ref 152)
were found to be much weaker scatterers than charged
adsorbates.155 Indeed, the long-range part of theVadspotential
is only due to polarization of the Ar adsorbate; it is weaker
and of shorter range than the dipolar potential present in the
alkali adsorbate case, and thus, it leads to a much weaker
dephasing rate, quickly decreasing withn. As for the
population decay rate, it is typically 2 orders of magnitude
smaller than that for alkalis.

(d) Cu adatoms on Cu(100) are associated with a dipole
smaller than that of alkalis. The Cu adatom-induced processes
are quite efficient though significantly smaller than those
for alkalis, in particular the dephasing process. The relative
importance of decay and dephasing is found to vary with
the image state principal quantum number, with the decay
dominating forn > 1.149

Experimentally, the influence of surface defects, in
particular of adsorbates, on the dynamics of image and
surface states has been recognized very early. Kevan378-380

was the first to propose scattering by adsorbates and defects
as a major broadening cause in photoemission experiments.
Since then, the development of TR-2PPE techniques in the
femtosecond range allowed the direct study in the time
domain of the excited state dynamics and, in particular, of
the excited state lifetime and coherence decay time. Analysis
of the adsorbate effect revealed, in certain cases, a linear
variation with the adsorbate density, consistent with the
independent scattering framework outlined above. For ex-
ample, line widths of surface and image states in photo-
emission experiments have been found to vary linearly with
the adsorbate coverage379-384 in the low adsorbate coverage
range. In the case of Na adsorbates on Cu(111) surfaces,
the experimental broadening induced by the adsorbates383

was found to be quite large, around 12 meV/mML at the
bottom of then ) 1 image state continuum. The magnitude
of this effect is quite consistent with the one found in the
theoretical studies presented above which showed scattering
by alkalis to be very efficient in perturbing the image state
dynamics;154 in the Na/Cu(111), the theoretical prediction
for the total broadening was found to be 5 meV/mML at the
bottom of then ) 1 continuum, quickly rising to 17 meV/
mML for electron traveling energies in the few 100 meV
range.

More recently, detailed TR-2PPE studies were devoted to
the dynamics of image potential states on Cu(100) in the
presence of Cu adatoms or of CO adsorbates.297,385-390 In
the range of low adsorbate coverages, these experiments
showed a linear variation of the image state lifetime and
coherence decay time, with a slope typically in the 0.1-1
meV/mML range. Scattering by CO or by Cu adatoms was
found to affect the electron dynamics in qualitatively different

Figure 23. Broadening (in meV/mML) of then ) 1 image state
on a Cu(100) surface induced by Cs adsorbates. The theoretical
results154 are presented as a function of the electron translational
energy parallel to the surface, so that zero energy corresponds to
the bottom of then ) 1 image state continuum (-0.573 eV with
respect to the vacuum level). Dotted line: population decay rate.
Gray line: dephasing rate. Solid line: total broadening.
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ways: CO adsorbates lead to larger changes in the dephasing
rate than in the decay rate, whereas Cu adatoms lead to the
opposite relative importance. Experimental data on the effect
of Cu adatoms can be compared with recent theoretical
results obtained in a joined DFT-WPP study of scattering
of Cu(100) image states by Cu adatoms.149 Figure 24 presents
the population decay rate of then ) 1, n ) 2, andn ) 3
image states on Cu(100) as a function of the Cu adatom
coverage.149 The theoretical value is obtained by adding the
computed contribution due to scattering by adatoms to the
population decay rate on clean surfaces as determined from
experiment.387,388 An excellent agreement can be seen in
Figure 24 between theory149 and the experimental data from
refs 387 and 388. Two qualitative features seen in Figure
24 can be highlighted. First, the population decay rate is
much perturbed by Cu adatoms and the image state dynamics
appears to be dominated by adsorbate scattering for cover-
ages in the range of a few 10-2 ML. Second, the effect of
scattering by the Cu adatoms is not a monotonic function of
n, the principal quantum number of the image states. This
may seem surprising, since one would expect these Rydberg-
like states to exhibit simple scaling laws as a function ofn.
Typically a perturbation located close to the surface would
induce rates varying liken-3, reflecting the variation of the
spatial spread of the image state wave function in the vacuum
region. Detailed analysis of the Cu/Cu(100) theoretical results
showed that, although not perfect, simple scaling laws can
be retrieved when looking at individual processes, with the
situation being different in the case shown in Figure 24 where
several channels contribute to the induced population decay.
Indeed, atΓh , an n ) 1 image state electron can only be
scattered into bulk states whereas ann ) 2 electron can also
be scattered into then ) 1 continuum. Transitions between
image states have been shown both experimentally and
theoretically to be very efficient when they are possi-
ble,153,297,389-391 and this accounts for the increased decay rate
when going fromn ) 1 to n ) 2.

The presence of adsorbates on a surface is not only
perturbing the time evolution of image and surface states, it
is also changing their energy. Keeping the above scattering
view, forward scattering at a vanishing angle does not
correspond to inter- or intraband scattering, but it is associ-
ated with a phase shift of the electronic wave traveling on
the surface, thus leading to a change of the traveling energy
of the electron.154 In the limit of small energy change and

low adsorbate coverage, this energy change,∆E, is equal
to154

wheref(0) is the scattering amplitude at zero angle andn0 is
the adsorbate concentration. In the case of alkali/Cu(111),
∆E reaches the few meV per mML range. For higher
coverage, an approach has been developed to represent the
adsorbate coverage dependence of the image state energy.377

Basically, it consists of singling out one adsorbate and
grouping together all the other distant ones. Averaging the
potential created by the distant adsorbates allows for the
perturbation of theVadspotential discussed above by all the
distant adsorbates. This produces a new compound potential
Ve-surf + Vads that depends on the adsorbate coverage of the
surface. Application of this approach to the computation of
the image state energy in the Na/Cu(111) system377 repro-
duces very well the coverage dependence observed by
Fischeret al.317 It could also provide a basis for the extension
of the scattering approach of decay and dephasing to large
adsorbate coverage.

Defects other than adsorbates at surfaces can also scatter
a surface state or image state electron and thus alter their
dynamics. The presence of steps, for example, has been
shown to influence the image state dynamics. Various
processes can occur when an image state electron approaches
a step: it can be scattered into another electronic band, it
can be reflected by the step, or it can cross the step. These
various processes lead to coherence and population decay
of the image state, in a way similar to scattering by
adsorbates. Experiments have been performed with vicinal
surfaces; in this case, scattering occurs due to the irregulari-
ties in the step-terrace sequence which breaks the transla-
tional invariance of the surface, whereas the periodicity
introduced by the vicinal surface results in a folding of the
image state bands.392-394 The effect of the steps shows up
as a momentum dependence of the state lifetime for electrons
traveling perpendicular to the step, associated with an
asymmetry of the lifetime between electrons propagating up-
stairs or down-stairs.393,394

Scattering of surface electrons by adsorbates is influencing
many phenomena at surfaces and not only the dynamics of
image and surface state electrons. The next section discusses
the case of scattering by defects and nanostructures at
surfaces as probed by STM. Scattering by adsorbates is also
invoked in a few other fields as surface resistivity395,396and
its link to surface infrared reflectivity,397,398 or surface
electromigration.399,400

6.2. Scattering by Defects Probed by Scanning
Tunneling Microscopy

The above-discussed experiments looked at the effect of
scatterers on delocalized states at surfaces, by studying their
global properties (energy, lifetime, coherence time) corre-
sponding to an integration of the scatterer effect over the
entire surface. These scattering effects can be looked at more
directly and locally in an STM experiment that images the
electronic density of states close to the Fermi energy. If a
scatterer (a step or an adsorbed impurity) is present on the
surface, it generates standing waves that can be observed as
a spatial modulation in the local density of states. These have
been imaged experimentally, for both surface state401-405 and
image state electrons56,406 scattered by steps or impurities.

Figure 24. Population decay rate of then ) 1, n ) 2, andn ) 3
image states on Cu(100) induced by Cu adatoms. The decay rate
(in meV) is presented as a function of the adatom coverage of the
surface (in monolayers). Theoretical results from ref 149 (lines)
are compared to the experimental results from Refs 387 and 388
(symbols). Full line and open squares:n ) 1 image state. Dashed
line and open diamonds:n ) 2 image state. Dashed-dotted line
and open triangles:n ) 3 image state.

∆E ) x2πk| n0Re(f (0)e-iπ/4) (88)
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Detailed analysis of these standing waves and of the decay
of the corresponding modulation when moving away from
the scatterer allows the extraction of several parameters of
the continuum states: the energy dispersion relation of the
2D continuum, the reflectivity, the scattering phase shift, and
the coherence length. Scattering by individual adsorbates is
also involved in the treatment of the long-range interaction
between them.407-411 It has been shown that a significant part
of this interaction is mediated by surface state electrons and
that the long-range interaction oscillates with a period given
by the Fermi momentum and a phase equal to the scattering
phase shift of the adsorbate.412

The same scattering processes also play a very important
role in artificially designed nanostructures at surfaces.
Electrons confined in quantum corrals or between steps
experience scattering at the edges of the structure which
confines them.413-419 For example, a resonator can be formed
by manipulating adsorbed atoms one by one to form a closed
line of atoms encircling a given region of the surface. The
electrons in the 2D surface state continuum are reflected by
the line of adsorbates, leading to interferences and to a
“particle-in-a-box” quantization. It is noteworthy that scat-
tering at the edge of the structure leads to the same kind of
processes as those discussed in the previous subsection:
reflection on the structure edge, transmission through the
structure edge, or scattering into the 3D bulk states. The last
two processes appear as losses leading to the broadening of
the states quantized in the structures. The corresponding finite
width has been discussed theoretically using different
models.414-419

Similar effects can also be found in the case of finite size
adsorbate islands on a surface. The image state and surface
state electrons can be confined on the island, and the
scattering at the edge of the island leads both to quantization
and to decay of the quantized states. Photoemission studies
of incomplete adsorbate layers on surfaces show the coexist-
ence of two kinds of image states: on the adsorbate islands
and on open substrate patches.21,345 A detailed STM study
of surface state confinement on Ag islands on Ag(111)
revealed all the variety of different confined states that could
be formed.55 The widths of these quantized states have also
been addressed. Recently, the problem of confinement of
image states on Ar islands on Cu(100) has been investigated,
by a WPP approach (see section 2.2.1) allowing the quantita-
tive treatment of electron scattering at the island edge. It
showed that electron transmission through the island edge
has a very high probability, leading to an efficient decay of
the confined states even for rather large island sizes.420

6.3. Localization of 2D Continua by Defects at
Surfaces

As discussed above in connection with Figure 22, the study
of image state electron scattering by an alkali adsorbate
reveals the existence of resonances, i.e., of transient states
localized on the adsorbate site with an energy slightly below
the thresholds of the image state continua.153 Similar states
appearing below the bottom of the image state or surface
state continuum have also been found in the case of atoms
interacting with certain surfaces, e.g. Cu(111).83,160Similarly,
for atoms interacting with a thin metal film,421 the presence
of the projectile leads to states splitting off the bottom of
the 2D continua of the thin film. The origin of these extra
states has been discussed147 in connection with a theorem

by Simon,422 who showed that an attractive potential with
certain properties always has a bound state in 2D and 1D.
One could then expect that a 2D continuum perturbed by an
attractive adsorbate will lead to a bound state, i.e., that the
adsorbate will induce a localization of the 2D continuum.
Zarembaet al. confirmed this idea, demonstrating that the
potential of an ion screened by a 2D electron gas still
supports bound states despite not being attractive in some
regions of space.423,424 However, the surface problem is a
2D problem embedded in 3D. The bound state resulting from
the adsorbate-induced localization is not stationary, but it is
a quasi-stationary state, or resonance, as it can decay into
the 3D continuum of bulk states.

The localization phenomenon is illustrated in Figure 25,
which presents the theoretical prediction for the local density
of states (LDOS) calculated at 6a0 above a Cs adsorbate on
a Cu(111) surface.126 The LDOS has been computed using
a wave packet propagation approach (see section 2.2.1). The
result for the Cs/Cu(111) system is compared to the LDOS
for a clean Cu(111) surface. On the clean surface, the LDOS
is rather flat and exhibits a sharp step at the energy of the
bottom of the surface state continuum, as expected for a 2D
continuum. The step should be infinitely sharp, and it appears
rounded in Figure 25 due to the finite propagation time
(energy resolution estimated of the order of 12 meV). When
the Cs adsorbate is present, the localization of the 2D surface
state continuum induced by the adsorbate results in a narrow
peak appearing slightly below the surface state continuum
bottom. The finite width of the peak reflects the quasi-
stationary nature of the adsorbate-induced state which can
decay into the 3D states of bulk Cu. Similarly to the case of
the clean Cu(111) LDOS, an additional broadening is due
to the finite propagation time in the calculation. In the present
Cs/Cu(111) case, the adsorbate possesses localized resonance
states deriving from the atomic orbitals of the Cs atom. These
resonances are located more than 2 eV above the bottom of
the surface state continuum (see the next section), and the
localization brings a new state split off the bottom of the
2D continuum. This follows from the properties of the 2D
density of states as argued via Simon’s theorem; however,
it can also be simply demonstrated with the model Anderson-
Newns Hamiltonian applied to a 2D continuum problem (see

Figure 25. LDOS as a function of the electron energy for the Cs/
Cu(111) (full line) and clean Cu(111) (dashed line) systems. The
probe point is located 6a0 above the Cs adsorbate, in the on-top
position. The energy is in eV and refers to the vacuum level. The
resolution of the LDOS has been limited by a Gaussian filter with
a width of 12 meV. Note the multiplicative factor on the clean
Cu(111) curve.
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the next section and ref 83) that an extra state appears below
the 2D surface state band bottom.

The WPP approach can also be used to compute the wave
functions of such extra states appearing from 2D localization
(see section 2.2.1). For the coordinate perpendicular to the
surface, the wave function of such a resonant state is very
similar to the wave function of the “mother” 2D continuum.
Parallel to the surface, the resonant state has a finite extension
corresponding to its binding energy with respect to the 2D
continuum. This wave function is very different from that
of the “usual” adsorbate localized states which correspond
to the various atomic orbitals of the adsorbate atom perturbed
by their interaction with the surface.

The localization of the image state continuum has been
predicted to occur for alkali adsorbates,147 as well as for Ar
adsorbates.126 In the latter case, no bound state exists in the
free adsorbate system; nevertheless, the weak attractivity of
theVadspotential is able to induce a localization of the image
state continuum, though with an extremely small binding
energy. A similar localization effect has been predicted for
the surface state continuum.126 Scanning tunneling micros-
copy experiments in the spectroscopic mode (STS) have
recently revealed these extra states resulting from the surface
state localization by Cu adatoms on a Cu(111) surface.151,425

A detailed joined theory-experiment analysis151 of the
various peaks in the local density of states allowed us to
recognize all the peaks corresponding to atomic orbitals and
to assign the peak appearing just below the Cu(111) surface
state continuum and localized around the Cu adatoms to the
localization phenomenon. Peaks localized around adsorbates
and located just below the surface state continuum have been
observed in several other systems: Cu and Co adsorbates
on Au(111),426 Ag on Ag(111),425 and S adsorbates on
Ag(111).427 No detailed assignment could be performed as
for Cu/Cu(111), but the similarity between these systems and
the Cu/Cu(111) system strongly suggests that, in these
systems too, the surface state localization is the origin of
the surface state band edge peaks.

Finally, one can also mention other instances where
the localization of a 2D continuum could be invoked:
steps406,428-432 and atomic lines433 have been found to be
associated with states localized on the defect and located
just below the bottom of a 2D continuum. In these cases,
the perturbing potential is 1-dimensional and it leads to 1D
states localized perpendicular to the defect and delocalized
parallel to it.

6.4. Transient States Localized on Adsorbates at
Surfaces

Excited electronic states localized on adsorbates have
attracted a lot of interest. Indeed, these states are often
invoked as intermediates in surface reaction mechanisms:
the formation of an excited state favors an energy transfer
from the excited electron to the heavy particle motion and
thus opens the way toward rearrangement processes. In this
context, the lifetime of the transient state is a key parameter
and often a very short lifetime is a bottleneck in the reaction
scheme.434 Another key parameter for the dynamics of an
intermediate state is its dephasing time, which controls the
evolution of the coherence of the excited state, once it has
been created. This parameter governs the possibility of
coherent control435 of the reaction path; such a possibility
has been recently demonstrated on a surface process.436

Generally, on a metal surface, the most efficient decay
process of an excited electronic state localized on an
adsorbate is a one-electron energy-conserving electron
transfer process in which the discrete excited electron is
resonantly transferred into the continuum of metal states
(resonant charge transfer (RCT) process). Other processes
in which the energy of the excited state is partly transferred
to a multielectron excitation in the metal are also possible.
However, when it is possible, the one-electron RCT process
is in general more efficient than multielectron processes. In
many cases, an easy way to picture the quasi-stationary
excited states located on the adsorbate is to consider an atom
colliding on the surface. When an atom approaches a metal
surface down to chemisorption distances, its electronic levels
couple with the metal continuum of states, so that the
resonant charge-transfer process presents the characteristics
of a discrete state-continuum transition. Stationary atomic
states thus become quasi-stationary states, or resonances,
localized on the adsorbate.

Early studies of the adsorbate-induced resonances trace
back to the model Anderson-Grimley-Newns (A-G-N)
Hamiltonian, which was first introduced by Anderson to treat
the dilute impurity problem in bulk metals.437 Later it was
adapted by Grimley and Newns to study the chemisorption
of adatoms on a metal surface.438,439Here, we limit ourselves
to the simplest example; a detailed discussion of the A-G-N
Hamiltonian can be found in ref 440. In a simple one-electron
picture, one considers an atomic orbital of the adsorbate|a〉
corresponding to the energy levelEa coupled to the con-
tinuum of metal states|k〉. Assuming the orthonormality of
the {|a〉,|k〉} basis, the Hamiltonian of the system takes the
form

whereEk is the energy of thek continuum state andVak )
〈a|H|k〉 are the coupling matrix elements.CC stands for the
Hermitian conjugate. The density of states projected on the
atomic state|a〉 can be straightforwardly obtained from the
diagonal element of the Green function:

Introducing a broadening

and a shift function

where P stands for the Cauchy principal part, the Green
function takes the form

H ) |a〉Ea〈a| + ∑
k

|k〉Ek〈k| + ∑
k

{|a〉Vak〈k| + CC} (89)

na(ω) ) - 1
π

ImGaa
+ (ω) (90)

) - 1
π

Im〈a| 1
ω + iη - H|a〉 (91)

Γ(ω) ) 2π∑
k

|Vak|2δ(ω - Ek) (92)

Λ(ω) ) P (∑
k

|Vak|2

ω - Ek
) (93)

Gaa
+ (ω) ) 1

ω - Ea - Λ(ω) + iΓ(ω)/2
(94)
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In the weak coupling limit (smallVak), the density of states
na(ω) presents a Lorentzian profile centered at

with the width Γ ) 2π∑k|Vak|2δ(E - Ek). E and Γ are
associated, respectively, with the position and the width of
the quasi-stationary adsorbate-localized state.

At this point, it is interesting to go back to the 2D
localization problem (see also ref 83). Let us assume that
|k〉 are the states of a 2D surface state continuum and that
the atomic orbital energyEa is located at positive energy
with respect to the bottom of the surface state continuum.
The energies of the quasi-stationary states are given by the
E solutions of eq 95. Summing over the degeneracies and
switching from summation overk to integration over the
continuum energy,ε, in eq 93, we obtain the shift function
Λ(E) as

The surface state is a two-dimension continuum, and so, the
threshold law for the interaction is such that|Vaε|2 goes to a
constant whenε goes to 0+. As a consequence, the shift
function (eq 96) has a logarithmic divergence forE going
to zero. For negative energies, the shift functionΛ(E) is
negative and monotonic, and it behaves asA/E for large
negativeE. As a consequence, eq 95 always has a solution
for negative energies; that is, there always exists a bound
state for such a problem, even ifEa is positive. For small
discrete state-continuum interactions, the binding energy
becomes exponentially small. Thus, the 2D localization
phenomenon is always present if there is an adsorbate-
localized state transforming into a resonance located at
positive energies with respect to the 2D continuum bottom.
However, this requirement is more restrictive than the
conditions imposed by Simon’s theorem, where the existence
of a localized levelEa is not required (see above).

While the A-G-N Hamiltonian provides the basic under-
standing of the adsorbate-induced resonances at surfaces,
quantitative calculations of the resonance energies and widths
are beyond the scope of this approach. The first nonpertur-
bative studies of the quasi-stationary states localized on
adsorbed species were performed in the case of a free-
electron metal surface by Lang and Williams with the density
functional approach.441 For later studies based on the DFT
approach, we refer the reader to a recent review paper.442

However, the most active developments in the study of
atomic resonances at surfaces came from the field of
collisional charge transfer between atomic projectiles and
surfaces. Here, the knowledge of the energies and widths of
the quasi-stationary states localized on the projectile is
required to compute charge fractions in the scattered/
sputtered beams. Several theoretical methods have been
developed and applied for atom-surface distances ranging
from chemisorption to large separations. All these methods
address the same basic problem: they search for the quasi-
stationary states (resonances) for a given model of the one-
electron interaction potential between the excited electron
and the adsorbate (projectile)+ substrate system. These
resonances correspond to the transient adsorbate states, and
their width is equal to the RCT rate, i.e., to the inverse of
the adsorbate state lifetime against electron transfer. The

various approaches listed below are exact for the given model
potential. They differ in the method chosen to locate the
quasi-stationary states: the complex scaling method,443 the
scattering approach for the coupled angular mode method
(CAM),444 stabilization,445,446close coupling,447,448or wave
packet propagation.83,449 The latter approach has been
presented in more detail in section 2.2.1. These methods
allow parameter-free determinations of the charge-transfer
characteristics. In the case of free-electron metal surfaces,
they yield predictions in quantitative agreement with ex-
perimental results on collisional atom-surface charge trans-
fer.450,451

On free-electron metals, the charge transfer rate is found
to vary roughly exponentially with the atom-surface distance
and to reach the 1 eV range for typical adsorption distances.
For alkali adsorbates, for example, this leads to lifetimes
shorter than 1 fs for the adsorbate localized states. The
model-potential methods agree withab initio density func-
tional studies performed specifically on the adsorbate/surface
system.441,442,452-454 The very fast charge-transfer process in
fact precludes any role of such excited states as intermediates
in a reaction scheme. In this context, the experimental
observation by TR-2PPE of a very long-lived excited state
in the alkali/Cu(111) system was very attractive.455-459 In
the Cs/Cu(111) system, the lifetime reaches a few tens of
femtoseconds. At low alkali coverage, alkalis adsorb on a
metal surface as positive ions.442,460,461The long-lived excited-
state localized on the alkali then corresponds to the transfer
of an electron from the metal substrate on the adsorbate.

The experimentally observed drastic reduction of the
charge-transfer rate on Cu(111) was reproduced by wave
packet propagation studies and explained as due to the
peculiarities of the electronic band structure of the Cu(111)
surface.83,141,462The Cu(111) surface exhibits a projected band
gap (L-gap) in the〈111〉 direction normal to the surface, and
the alkali adsorbate-induced resonance lies inside this
projected band gap. In fact, for most of the studied systems,
alkali-adsorbate localized resonances have an energy typi-
cally 2 eV below the vacuum level. The effect of the L-gap
on the Cs-localized excited state is illustrated in Figure 26,
which presents the electron density associated with the
resonant wave function in the case of a free-electron metal
and in the case of a Cu(111) metal surface. The interpolated
image of the logarithm of the electron density is shown in
cylindrical coordinates (thez-axis is normal to the surface
and goes through the adsorbate center). In the free-electron
case, one recognizes the Cs atomic orbital perturbed by the
interaction with the surface and centered around the adsorbate
at the origin of the coordinates. The resonant electron transfer
appears as a large electronic flux along the normal to the
surface. The RCT process corresponds to electron tunneling
from the adsorbate to the substrate. It is much favored along
the surface normal, which is the “easiest” direction due to
the lowest potential barrier separating the atomic potential
well and the metal.

The situation is quite different for Cu(111). In Figure 27
we schematically show the different states of the 3D bulk
or 2D surface continua which are energetically available for
RCT from the adsorbate localized state. The adsorbate-
induced resonance lies within the projected band gap. There
is no bulk state propagating along the normal to the surface
at this energy, and thus, resonant electron transfer from the
Cs orbital is impossible along the normal to the surface.
Hence, electron transfer has to involve states with a finitek|

E ) Ea + Λ(E) (95)

Λ(E) ) P (∫0

∞ |Vaε|2
E - ε

dε) (96)
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and, thus, occurs along the closest possible direction to
the surface normal that is compatible with the Cu(111)
band structure. This situation is reflected in Figure 26,
where the electronic flux into the metal appears at a
finite angle away from the surface normal. So, on Cu(111),
the metal states that can be expected to participate the
most actively in the RCT process are missing (see Figure
27). As a consequence, the one-electron RCT decay rate
of the adsorbate-localized resonance is reduced by nearly
2 orders of magnitude as compared to the free-electron
case. One can also notice a strong distortion of the Cs
electronic cloud due to the interaction with the surface.
The polarization of the Cs-localized state repels the
electronic cloud away from the surface and further enhances

the band gap stabilization effect (see the discussion in
ref 462).

In such a case where the one-electron-transfer process is
quasi-blocked, the multielectron inelastic processes can also
play a role in the decay of the population of the adsorbate-
induced resonance. Both contributions have been computed
using a parameter-free approach. The RCT part was com-
puted using the WPP approach outlined in section 2.2.1, also
allowing us to compute the wave function of the transient
state. This wave function was then used in the many-body
approach outlined in section 2.1 to get the multielectronic
inelastic charge-transfer rate. This yields lifetimes of the
excited states that are in good agreement with experiment;
in particular, they reproduce the differences between Cu(111)
and Cu(100) substrates as well as the differences between
the various alkali adsorbates on a Cu(111) surface.84,143Table
7 presents a summary of the theoretical results and their
comparison with existing experimental data. It is noteworthy
that, in agreement with experimental data, the lifetime of
the alkali adsorbate-localized state increases along the Na,
K, Rb, Cs sequence for the alkali/Cu(111) system. This is
attributed to the difference between the various alkali atom
polarizabilities, since the polarization of the resonance wave
function away from the surface plays a crucial role in the
band gap stabilization effect. Observe also that the RCT rate
is much larger for the Cs/Cu(100) system than for the Cs/
Cu(111) surface. Both surfaces possess a projected band gap
in the direction of the surface normal (L-gap for Cu(111)
and X-gap for Cu(100)). However, in the Cs/Cu(100) system,
the adsorbate localized state lies closer to the bottom of the
projected band gap (see Figure 27). Then, smallerk|

continuum states are involved in the RCT, and the band gap
stabilization effect is reduced.

The very long lifetime of the Cs-localized excited state in
the Cs/Cu(111) system makes it a good intermediate for
surface reactions. Indeed, it has been shown to mediate

Figure 26. Interpolated image of the quasi-stationary Cs-localized state in the case of the Cs atom located (left) at 3.5a0 (adsorption
distance) from the image plane of a Cu(111) surface and (right) at 10a0 from the image plane of a free-electron metal surface. The position
of the image plane of the metal surface is indicated by the horizontal black line. The logarithm of the electronic density (square modulus
of the wave function) is presented in cylindrical coordinates parallel and perpendicular to the surface.z, the coordinate perpendicular to the
surface, is positive in a vacuum. The Cs atom center is located at the origin of coordinates. The electron density decreases when going from
red to violet. White corresponds to very small electron densities.

Figure 27. Energy of the electronic states in the model Cu(111),
Cu(100), and free electron metal surfaces, as a function of the
electron momentum parallel to the surface,k|. Vacuum is at zero
energy. The 3D electronic states are represented by the hatched
area. The surface and first image states (dashed lines) are labeled
SS and IS, and the surface resonance on Cu(100) is labeled SR
(ESS ) -5.33 andEIS ) -0.82 eV for Cu(111) andESR ) -3.62
and EIS ) -0.57 eV for Cu(100)). The thick horizontal line
indicates the Cu states degenerate with the adsorbate-localized
resonance state. The thin horizontal line indicates the Fermi energy.
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photodesorption of the alkali adsorbate.458 This desorption
process corresponds to the well-known Menzel-Gomer-
Redhead mechanism:463,464the Cs adsorbate is initially at its
equilibrium position as a positive ion; the incident photon
transfers an electron from the substrate to the alkali, forming
the resonant state; the interaction between this state and the
surface is repulsive, and the alkali starts to move away from
the surface. After a certain time, the excited state decays by
electron transfer into the metal and if the energy that has
already been transferred to the heavy particle motion is large
enough, desorption occurs. The desorption motion induced
by photoabsorption has been clearly evidenced by TR-2PPE:
458 as the time delay between the two photons is increased,
the energy of the intermediate state is changing, revealing
the Cs desorption motion. Figure 28 shows the shift of the
maximum of the photoemission spectrum as a function of
the delay between the two photons.458 The long lifetime of
the Cs* state allows for the monitoring of its evolution over
more than 150 fs, during which the Cs* energy changes by
around 0.3 eV. In the Cs/Cu(111) system, the efficiency of
the photodesorption process is limited by the large mass of
the desorbing particle. The photoinduced desorption motion
has been studied theoretically using the same modeling as
the one used to compute the Cs* excited-state lifetime. Two
different studies have been performed. In the first one,144

assuming a classical motion of the desorbing Cs, the electron
evolution was followed with the WPP approach. This showed
that the Cs* is evolving adiabatically as the atom desorbs.

In the second work,146 the quantal motion of the desorbing
particle was treated together with the explicit effect of the
two laser pulses. These two approaches reproduced extremely
satisfyingly the experimental observations from ref 458 (see
Figure 28), thus fully confirming the scheme of the Cs*
evolution.

The existence of the Cs* desorption motion brings in an
interesting point, connected to the interpretation and analysis
of TR-2PPE experiments. The usual analysis of TR-2PPE
experiments241,455-458,465,466 involves the fit of the experi-
mental data to a model based on Bloch optical equations.375

The transient excited state is then characterized by two
times: the population decay time,T1, and the pure dephasing
time, T2

/ (see section 6.1). In the usual Bloch optical
equations approach, these two quantities do not change
during the evolution probed by the TR-2PPE experiments,
and this kind of modeling is well adapted to excited states
whose characteristics do not evolve with time, such as, e.g.,
image states. However, such an approach cannot, a priori,
be applied to situations where the electronic excitation
triggers a reaction on the surface, such as, e.g., desorption,458

self-trapping,4 or solvation.467 Indeed, in that case, the excited
state characteristics are expected to change along the reaction
path. This problem clearly appears in the experimental results
on the Cs/Cu(111) system as time-dependent photoemission
signals that do not correspond to a Bloch optical equation
modeling or as a lifetime of the excited state that depends
on the experimental laser characteristics.468 This problem has
been studied theoretically in the case of the Cs/Cu(111)
system using a wave packet propagation approach.146 It
revealed a few effects: (i) a fast decay of the apparent signal
is due to the variation of the excited state energy that brings
it out of the experimental detection window, and (ii) a pure
dephasing process appears as a direct consequence of the
shift of the excited state energy. It also showed that the
parameter-free model of the Cs/Cu(111) system is able to
quantitatively reproduce the time dependence of the TR-2PPE
signals and their variations with the laser characteristics.468

The effect of neighbors on the long-lived transient state
energy and lifetime has also been investigated in the alkali/
Cu(111) systems.141,377 The basic idea was to sum the
potentials created around a given adsorbate by all the other
adsorbates and average over a random distribution of
adsorbates, in the same way as what has been discussed
above for image states. In the alkali/Cu(111) system,
summing up the long range dipolar potential is enough and
allows us to get the effective potential created around one
given adsorbate by all the others. This potential can be
introduced in the WPP treatment, similarly to the case of a
single adsorbate. These studies141,377revealed that the long-

Table 7. Decay Rates for the Alkali/Cu(111) and Alkali/Cu(100) Systemsa

Na/Cu(111) K/Cu(111) Rb/Cu(111) Cs/Cu(111) Cs/Cu(100)

Theoretical Results (refs 84 and 143)
E0 (eV) -2.17 -2.21 -2.17 -1.98 -1.46
ΓRCT (meV) 70 16 10 7 112
Γe-e (meV) 22 18 17 15 20
τ (fs) 7 19 24 30 5

Experimental Results
τ (fs) 1.6 (300 K) [459] 25 (33 K) [459] 15( 6 (300 K) [455, 456] 6( 4 (300 K) [456]

50 (33 K) [457, 459]

a The decay rates presented here have to be compared with a typical 900 meV value for a free-electron-like substrate (0.7 fs lifetime).E0 is the
energy with respect to the vacuum level,ΓRCT is the one-electron decay rate,Γe-e is the inelastic electron-electron decay, andτ ) 1/(ΓRCT + Γe-e)
is the level lifetime.

Figure 28. Energy shift of the position of the maximum of the
energy spectrum of photoemitted electrons in a TR-2PPE experi-
ment on the Cs/Cu(111) system. The energy shift (in eV) is
presented as a function of the time delay (in fs) between the two
laser pulses. Theoretical results from ref 144 (dashed line) and ref
146 (full lines with black dots) are compared to the experimental
results from ref 458 (open squares and diamonds).
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lived state energy roughly varies such as (∆Φ)3/2 as a
function of the adsorbate-induced work function change,∆Φ,
in agreement with experiment.317,455 A rather weak depen-
dence of the quasi-stationary state lifetime on the adsorbate
coverage has been computed, consistent with experimental
observations.455 In this context, the effect of nonhomogeneous
broadening (distribution of alkali adsorbate heights and
disorder in the distribution of adsorbates on the surface) on
the Na, Cs/Cu(111) excited states was found to be very large,
dominating the natural width of the excited state.469

A few conclusions can be drawn from these detailed
studies on the Cs/Cu(111) and alkali/Cu systems:

(i) It appears possible to have adsorbate systems with very
long-lived excited states on metal surfaces, due to a projected
band gap. However, not all systems with a projected band
gap exhibit a long-lived state. For example, the CO-(2π*)
resonance of the CO molecule is very short-lived on a
Cu(111) surface, as has been found experimentally470,471and
theoretically.462,472,473A detailed analysis of several systems
shows that the best case for a long-lived state is a neutral
polarizable system, with a level not too low in the surface-
projected band gap.462

(ii) A very long-lived excited state is likely to induce
energy transfer between electronic and nuclear degrees of
freedom, i.e., to induce a rearrangement process. For these
very appealing systems, an explicit account for the evolution
of the excited-state characteristics along the reaction path
has to be included in the analysis of TR-2PPE signals in
order to extract the proper characteristics of the system, i.e.,
the excited-state energy, lifetime, and coherence time.

6.5. Localized Excitons Formed by Inner-Shell
Excitation in Surface Overlayers

Another kind of excited states localized on adsorbates can
exist in the case of complete ordered layers. Consider, for
example, the case of the core-excited Ar*(2p3/2

-14s) atom

inside an Ar layer on a metal surface. It is formed via X-ray
absorption, with an inner 2p electron being excited to the 4s
orbital. This excited state can decay by Auger relaxation of
the 2p core hole, with the 4s electron as a spectator; this is
the decay route of the free Ar*(2p3/2

-14s) state,474,475and it
is associated with a 6 fslifetime. When adsorbed on a metal,
another decay route appears: the 4s electron transfer into
the metal. Because of the presence of the core-hole, this
exciton is not mobile (i.e. remains localized around a given
atomic center) on the time scale of the core-hole lifetime
and, thus, it provides another example of a localized
excitation on an adsorbate. Experimentally, such core-excited
states have been much studied by synchrotron radiation
experiments. Similar to the excited states discussed in the
previous section, core-excited states can also induce various
rearrangement processes at surfaces, and detailed studies have
been devoted to the various ionic, neutral, and cluster
desorption processes mediated by rare gas excitation in rare
gas overlayers (see, e.g., a review in refs 476 and 477). In
the context of the present review, we will stress two
aspects: studies on the excited electron transfer into the metal
and analysis of the effect of the neighbors in the adsorbed
layers on the localized exciton.

The existence of two different channels for the autoion-
ization of core-excited atoms adsorbed on metal surfaces is
the basis of the so-called “core-hole clock” spectroscopy.478-486

These two decay routes are schematically illustrated in Figure
29. After the initial excitation (a) of a core electron into an
unoccupied bound resonance, the Auger decay of the core
hole can proceed (b) once the outer electron has been
transferred into the substrate (“normal Auger” contribution)
or (c) with this outer electron as a spectator (“Auger resonant
Raman” contribution). These two decays lead to different
characteristic energies of the Auger electrons, so that it is
experimentally possible to measure the relative importance
of the two contributions. Furthermore, the two processes can
be distinguished due to their different behaviors with the

Figure 29. The so-called core-hole spectroscopy is based on the measurement of the intensity ratio of the two possible routes for the
autoionization of a core-excited adsorbate in a metal surface. (a) The process is initiated by the excitation of a core electron into an unoccupied
bound resonance. Then core-hole decay can occur either (b) once that electron has been transferred to the substrate (“normal Auger”) or
(c) with the excited electron still localized in the resonance (“Auger resonant Raman”). Both channels can be distinguished, since their
signals appear at different energies and show different behavior as a function of the initial photon energy (see the text).
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energy of the photon initially used for the excitation. In the
case of the Auger resonant Raman channel, there is a linear
relation between the kinetic energy of the electron emitted
into the vacuum and the energy of the incident photon. This
can be naively interpreted in terms of alocal energy
conservation, i.e., within the adsorbed atom. More precisely,
in the Auger resonant Raman channel the coherence between
the initial excitation process and the core-hole decay is
preserved despite the presence of the substrate. On the
contrary, for the normal Auger contribution, the kinetic
energy of the Auger emitted electron is independent of the
photon energy. This can be easily understood; once the outer
electron has been transferred into the substrate, moving away
from the adsorbate and suffering inelastic scattering processes
in the metal, the memory of the initial photon energy
(electron phase) is quickly lost. Therefore, the normal Auger
decay channel can be interpreted as composed of two
incoherent processes: (i) the core-hole excitation and
subsequent charge-transfer into the substrate, followed by
(ii) the core-hole decay of the cation left on the surface.
Under the assumption that the decay time of the core hole
(τch) is not influenced by the adsorption, one can get the
charge-transfer time (τCT) of the excited electron into the
substrate from the ratio between resonant Raman (IR) and
normal (IN) contributions. Defining the Raman fraction as
f ) IR/(IR + IN), it can be easily shown thatτCT ≈ τch f /
(1 - f). Taking into account the typical experimental
uncertainties,487 this technique allows for the access of
charge-transfer times in the range 0.1τch e τCT e 10τch.
Typical values forτch range from a few to 10 femtoseconds.
Therefore, the core-hole clock spectroscopy provides a very
efficient method for measuring fast charge transfer for core-
excited adsorbates for which the Auger is the most efficient
decay process. The sensitivity of the core-hole clock
spectroscopy has been recently pushed to the atto-second
range using Coster-Kronig decay channels.174 In the Coster-
Kronig transitions the initial and final holes belong to the
same electronic shell (same principal quantum number,n).
This translates into larger transition matrix elements and very
fast decay times well below the femtosecond.

6.5.1. Charge Transfer Studies
Electron transfer between a core-excited atom and a metal

substrate is expected to be rather similar to the one discussed
in the previous section for lower energy excited states.
Indeed, a core-excited atom has the structure of a compact
ionic core with an outer excited electron around it. Very
often, such excited states have been described using the so-
called “Z+1” approximation, in which the core-excited state
of the atom is compared to a low-lying state of the next atom
in the periodic table. Within the “Z+1” approximation, one
can expect an Ar*(2p3/2

-14s) atom to look like a K(4s) atom
(see, e.g., a discussion in refs 481 and 484). A few theoretical
studies have been devoted to the adsorbate-substrate charge
transfer in the case of core-excited atoms. In the first series
of studies,148 the Ar*(2p3/2

-14s) state has been studied within
the WPP approach described in section 2.2.1. The electron
interaction with the Ar+ ionic core was described via a
pseudopotential, and the effect of the Ar neighbors was
described using the self-consistent microscopic treatment of
ref 152. The results for Ar adsorbed on Cu surfaces were
found to much resemble those for a K adsorbate, though they
were not identical. In particular, while charge-transfer times
are very fast on a free-electron metal (1.1 fs for a 1 ML of
Ar coverage of the surface), they are much longer when the

4s orbital lies inside a surface-projected band gap. More
precisely, the charge-transfer times are 12 fs for a 1 ML of
Ar coverage on Cu(111) surfaces and 6.6 fs for a 1 ML of
Ar coverage on Cu(100) surfaces.148 This confirmed the
validity of the criteria found for the observation of a band
gap-induced reduction of the charge-transfer rate (see above
and ref 462). It also stresses the fact that the presence of a
core hole on the Ar adsorbate, i.e., the very large excitation
energy of the state, does not qualitatively influence the
dynamics of the outer electron. An experimental study using
the core-hole clock method of the Ar*(2p3/2

-14s)/Cu(111)
system488 yielded a charge-transfer time of 7 fs, also much
larger than the one predicted for a free-electron system.
Though the experimental time is not as large as the
theoretical one,148 it also confirms the charge-transfer block-
ing role of the surface-projected band gap. More recently, a
joined experiment-theory study compared the Ar*(2p3/2

-14s)/
Cu(111) and Ar*(2p3/2

-14s)/Cu(100) systems; the longer
charge-transfer time on Cu(111) could be attributed to the
higher energy position of the 4s orbital in the Cu(111)
surface-projected band gap, that enhances the RCT-blocking
effect of the projected band gap.489

One of the most complete sets of data has been ac-
cumulated for Ar on the close-packed Ru(0001) surface.482,487

The charge transfer dynamics in this system has been recently
addressed using calculations of the surface Green function
from ab initio density functional calculations183 as described
in section 2.2.2. The calculations are performed for sym-
metric slabs containing 9 or 11 metal layers plus a monolayer
of Ar adsorbed on both the upper and bottom surfaces.
Consistent with previous studies,491 the most stable config-
uration of the Ar layer is found for the Ar atoms sitting
directly on top of the Ru atoms on the surface. The
calculations containing core-excited Ar* are performed using
supercells of different sizes along the lateral directions, thus
corresponding to argon monolayers with different concentra-
tions of Ar*(2p3/2

-14s) atoms. The cases studied correspond
to the Ar3Ar*, Ar 8Ar*, and Ar15Ar* formula units. Theab
initio pseudopotential492 for Ar* is constructed including a
hole in the 2p shell and turns out to be quite similar to that
of K. For an isolated Ar layer, the exciton associated with
Ar*(2p3/2

-14s) can be easily calculated. Since the core hole
effect is introduced in the pseudopotential, this is equivalent
to a normal ground-state calculation. Unfortunately, this is
not possible when the same layer is adsorbed on a metal
slab. In such a situation, the ground state corresponds to the
4s electron being transferred to the lowest available level of
the metal slab. Sa´nchez-Portalet al.183 avoided this difficulty
by performing constrained self-consistent calculations. In
these calculations, one of the electrons is constrained to
occupy a 4s atomic orbital linked to the Ar*(2p3/2

-14s) atom,
while the rest of the electrons are allowed to freely
accommodate the presence of such an excited adsorbate.
With this procedure, the 4s exciton associated with the Ar*
atoms appears at∼4 eV above the Fermi energy, which
compares well with the measured 3.4 eV.487 Combining the
Hamiltonian obtained in the slab calculations with the Ru
bulk Hamiltonian and recursive techniques, the surface Green
function is calculated183 (see section 2.2.2). For the experi-
mental Ru-Ar distance (∼3.5 Å), the calculated charge-
transfer time for the 4s resonance is in the range of 1.9-2.5
fs (depending on the Ar* concentration, see above), which
is in quite good agreement with the experimental value of
1.5 fs.487 One of the most striking results of the calculations
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is the very weak dependence of the charge transfer time on
the height of the Ar monolayer above the Ru substrate. The
charge transfer time only increases from 1.9-2.5 fs for a
height of 3.5 Å to 3.14-4.11 fs for a 6 Å separation. The
explanation of this fact relies once more on the electronic
structure of the substrate. For energies higher than∼2 eV
above the Fermi energy, the Ru(0001) surface presents a
projected band gap aroundΓh. Once in the gap region, the
number of available states for propagation in bulk Ru
increases as we move to lower energies, i.e., as we move
closer to the band gap minimum. This situation is similar to
that found for Cu(100) (see Figure 27). Thus, for a resonance
inside the gap, we typically find that, the lower its energy
position, the shorter its charge-transfer time. For the Ar/
Ru(0001) system, increasing the Ru-Ar distance translates
to a lower energy of the 4s level and, consequently, to an
increment of the number of available final states for charge
transfer. This effect partially compensates the smaller overlap
between the 4s resonance and the states of the substrate, that
tends to increase the charge tranfer time, leaving a very weak
dependence of the charge-transfer time on the Ru-Ar
distance.

So far, we have restricted our discussion to the case of Ar
on different metallic substrates. A recent joined experimental
and theoretical study addressed a system exhibiting a much
stronger substrate-adsorbate interaction, the c(4× 2)S/
Ru(0001) surface reconstruction.174 The resonance studied
in this case appears experimentally at 1.65 eV above the
Fermi energy. In the density functional calculations of the
ground state of this reconstruction (no core-excited S atoms),
a corresponding very weakly dispersing and quite broad
feature appears at∼2.0 eV (i.e. right below the projected
band gap atΓh). The reasonable agreement in the position of
the level points to weak excitonic effects in this case, and
therefore, the core hole was not included in the calculations.
The nature of this resonance is quite different compared to
the case of Ar/Ru(0001). While for weakly interacting Ar
the resonance can be identified with the atomic 4s state, in
the case of c(4× 2)S/Ru(0001), the resonance (or reso-
nances) can be pictured as composed of antibonding states
coming from the hybridization of the 3p states of S with the
neighboring Ru atoms. The corresponding bonding states,
with a stronger S 3p character, can be found∼5 eV below
the Fermi level. Assuming that an antibonding resonance
appears in the same energy range for each of the three 3p
states of sulfur, then the nature of the wave packet in which
the electron is initially pumped will be strongly dependent
on the excitation process. Since the electron is excited from
a core state withs symmetry, it may be expected that, for
linearly polarized light with an electric fieldE, the electron
will be promoted to a state with maximum overlap with the
linear combination|P〉 ) Ex|3px〉 + Ey|3py〉 + Ez|3pz〉. The
Green function projected onto|P〉, GPP

+ (ω), is then calcu-
lated. The survival amplitudeA(t) is obtained fromGPP

+ (ω)
in the energy range of interest. To do this, we make
Re[Ã(ω)] ) -Im[GPP

+ (ω)] only in an interval of energies
that extends from the Fermi level to 5 eV above it. Outside
this energy window, Re[Ã(ω)] is made to smoothly become
zero. Im[Ã(ω)] can be obtained from Re[Ã(ω)] using the
well-known relations between the imaginary and the real
parts of the Green functions.497 The charge-transfer time can
be estimated by two methods: by fitting ofGPP

+ (ω) with a
Lorentzian or by directly estimating the time constant from
the decay ofP(t) ) |A(t)|2. Both methods produce similar

results, and indeed, a systematic variation of the time constant
can be found for the decrease of the population of the initial
wave packet with the polarization vector of the light. The
results are shown in Figure 30. The shorter charge-transfer
time (0.63( 0.15 fs) is found for the wave packet created
with light polarized along the normal to the surface. This
corresponds to the experimental geometry. The experimental
value for the charge-transfer time is 0.32( 0.09 fs. Thus,
both theory and experiment confirm that the charge-transfer
time is well below the femtosecond range for this system.
For different light polarization vectors, the theory predicts
an increase of the charge-transfer time. This time is
maximum (1.15( 0.15 fs) for polarizations parallel to the
surface.

6.5.2. Effect of Ar Neighbors on the Ar*(2p3/2
-14s) State

The experimental and theoretical studies on core-excited
Ar* atoms discussed above were done using complete Ar
layers adsorbed on metal surfaces, so that the Ar* state was
surrounded by a certain number of neighbors that influence
the energy and the dynamics of the excited electron.
Comparison between systems with different numbers of
adsorbed layers reveals an interesting phenomenon: the
charge-transfer time between Ar* and the metal depends
much on the position of the Ar* atom in the layer or more
precisely depends much on the number of Ar layers separat-
ing it from the metal. For Ar*(2p3/2

-14s)/Cu(111), the charge-
transfer rate is increasing from 12 fs for a 1 ML layer to
260 fs (7700 fs) for Ar* in the outer layer of a 2 ML (3
ML) coverage of the surface.148 The strength of this effect
is remarkable: the charge-transfer time is increasing by a
factor 20-30 for each added monolayer. A similar effect
has been observed using the core-hole clock method, on
multilayered Ar*/Xe/Ru systems.482,487,490These experiments
also showed a drastic increase of the charge-transfer time
when the electron has to tunnel through a rare gas layer.
Such a low transmission efficiency of the rare gas Ar (or
Xe) layer is attributed to its insulating properties: the 4s
electron energy lies inside the Ar (or Xe) bulk band gap,
and the 4s electron has to tunnel through the Ar layer in
order to be transferred from Ar* into the metal. The
insulating property appears for a single Ar monolayer which
already has a very low transmission efficiency. This effect
has to be linked to the corresponding one observed for image
states on rare gas layers on metal surfaces (see section 5.2).
The image states are confined in the vacuum, out of the rare
gas layer. Their decay involves inelastic interactions with
bulk electrons; it also requires the transmission of the electron
through the rare gas layer and exhibits the same insulating
effect.150,152,291,345,493-495 One can notice that the electron
transmission through an Ar layer in the Ar*(2p3/2

-14s) case148

is weaker than that in the case of image states on Cu(100).150,152

This difference is attributed to the different energy positions
of the excited state inside the Ar band gap that lead to
different transmission efficiencies.

Ar neighbors located in the same layer as Ar* or in outer
layers were also found to influence the charge-transfer time,
both experimentally and theoretically.148,487This effect, much
weaker than the transmission effect, has been attributed to
the Ar neighbors perturbing the polarization of the outer
electron and, through this, the stabilization effect of the
projected band gap (see the discussion in ref 148). The effect
of Ar neighbors on the energy of the Ar*(2p3/2

-14s) state
has also been analyzed for Ar* atoms in various environ-
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ments.496 The insulating properties of Ar appear as a caging
effect in which the 4s orbital is confined by its Ar neighbors,
associated with the polarization of the surrounding Ar
medium.

The analysis of the outer electron dynamics in core-excited
systems showed that it follows the same general properties
as those of excited states at much lower energy, with the
presence of the core hole not influencing the outer electron
dynamics. In addition, the localized character of these
excitons inside complete layers make them an ideal play-
ground to decipher the influence of neighboring atoms on
the characteristics of an excited state (energy and lifetime),
an important feature in the context of excited-state mediated
reaction mechanisms at surfaces.

7. Summary and Outlook

Extensive theoretical study of electron and hole dynamics
in bulk metals and at metal surfaces has been conducted since
the middle of the 1990s. The developed models and first-
principle calculations allowed one to study in detail the decay
mechanisms of excited electrons (holes). In general, a good
agreement with measurements by different spectroscopies
has been obtained. However, despite great success achieved
during the past decade in the study of electron and hole
dynamics in bulk metals and at clean surfaces, as well as at
surfaces with adatoms and adlayers, very much remains to
be done in this very active research field. In particular, the
decay mechanisms have been mostly explored in paramag-

Figure 30. Theoretical charge transfer time for wave packets initially located at sulfur atoms on fcc and hcp hollow sites in the c(4×2)S/
Ru(0001) surface. Panel (a) shows the structure of the surface (top and lateral views). Lighter (yellow) spheres represent the sulfur atoms
in the surface; darker spheres correspond to the ruthenium atoms. The initial wave packets are constructed by projecting different linear
combinations of the S 3p states onto the energy region corresponding to the resonance studied in ref 174. Panels (b) and (c) show the
electron density associated with the initial wave packets corresponding respectively to the projection of pz and px orbitals (top and lateral
views are shown). The strong hybridization with the Ru atoms on the surface layer and the large dependence on the symmetry of the sulfur
orbital contributions are evident. Experimentally, this should be reflected as a strong dependence of the core-hole spectroscopy measurements
as a function of the polarization vector when using linearly polarized light (see the text). Thex, y, andz coordinates shown in diagram (d)
correspond to the crystallographic directions [100], [010], and [001]. The anglesφ andθ define the orientation of the electric field vector
of the radiation with respect to these axes. Panel (e) shows the charge transfer time as a function of the symmetry of the initial wave packet
(i.e. the polarization of the electric field in the experiment). Circles and squares correspond respectively to sulfur atoms in fcc and hcp sites
of the surface. The experimental geometry used in ref 174 corresponds to a polarization of the synchrotron light normal to the surface
(φ ) 0).
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netic and nonrelativistic (nonheavy) metals.74,219,226,237In the
future, one can expect more calculations for bulk ferromag-
netics, for clean ferromagnetic metal surfaces, and for
surfaces covered with magnetic adatoms and adlayers. In
these systems, charge, spin, and phonon degrees of freedom
are interrelated,27,29,498-500 thus giving rise to new decay
mechanisms of excited electrons.23,25,42,81,279,498-500 The theo-
retical challenge for the future will be the extension of many-
body calculations of quasiparticle dynamics to heavy metal
and semimetal surfaces and ultrathin films. In these materials,
a very strong spin-orbit splitting in surface bands266,501-512

can have drastic consequences for electron and hole dynamics
in surface states. In particular, the splitting should influence
the surface response function via the inclusion of all the spin-
flip processes between the split surface bands with different
spin directions. This splitting should also lead to different
hole (electron) lifetimes in surface states compared to that
for the nonsplit surface state. Of particular interest may be
the study of laterally confined surface states. While they have
been identified clearly, e.g., on noble metal surfaces,513-520

not much is known about their dynamic properties.149,151,406,521

More complex systems, such as quantum well states confined
to a substrate surface, molecular-induced states on metal
substrates, and spin-dependent quantum states on ferromag-
netic surfaces, covered with molecules should be studied too.
This extension should be accompanied by analysis of the
role of different approximations used in the theory, for
instance, the role of nonlinear effects in screening, the
importance of vertex corrections in many-body calculations
of the electron-electron contribution, and the role of short-
range strong correlations in quasiparticle dynamics.
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