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1. Introduction

Electron excitations in metal systems play an important
role in many chemical and physical phenomena. They are
of paramount importance for energy transfer in photochemi-
cal reactions, in particular, in photodissociation and pho-
todesorption processésThey are essential for excitation
mediated desorption and oxidation of molecules at surfaces
as well as for electron localization at interfadek. was
recently shown that electronic excitations form a natural
bridge between large-amplitude vibrations of molecules on
metal surfaces and efficient electron emissidhwas then
argued that the conversion of these vibrations to electronic
excitations is a clear indication of a strong nonadiabatic
character of chemical reactions on metal surfaces. Electronic
excitations have a profound impact on molecular motion
induced by femtosecond laser pufsasd play a large role
in catalytic reactions as well as in spin transport within bulk
metals, across interfaces, and at surfdcgs.

At metal surfaces, in addition to bulk electron states, new
electron states arise. These new states can be classified as
intrinsic surface states and image-potential states. Intrinsic
surface states predicted by TaAftand later by Shockléy
appear due to the cleavage of bulk metal. They are strongly
coupled to the surface: the maximum of the probability
density of these states is close to the surface atomic layer,
and the density decays exponentially both into the bulk and
into the vacuum. Since the first measurement of a surface
state on Cu(111% surface states have been studied on many
metal surface$*!® Image-potential states are generated by
a potential well formed by the Coulomb-like attractive image
potential barrier and the repulsive crystal bartfe?? This
potential well gives rise to a Rydberg-like series of image-
potential states localized mainly in the vacuum side in front
of the surface. The maximum of the probability density for
the first image-potential state is several angstroms away from
the surface and increases quadratically with the quantum
numbern. Therefore, image-potential states are coupled to
a surface much weaker than the surface states.

waptctce@ One of the key quantities of the excited electron is its

lifetime, which sets the duration of the excitation. Moreover,
in combination with the velocity, this lifetime determines
the mean free path, a measure of influence of the excitation.
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Lifetime is controlled by the interaction of the excited

electron with other quasiparticles, e.g. with single-particle by many research groups in the academic community. After a postdoctoral
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electron (inelastic scattering of the electron on other quasi- collaboration with Prof. Pedro M. Echenique. He is currently a research

. . UPV/EHU, located in San Sebastian, Spain. His research is devoted to
causes only a change of momentum (elastic scattering of thethe theoretical study and prediction of the structural and electronic

electron). o ) _ properties of surfaces and nanostructures.
Electron (hole) excitation energies as well as the excited

particle decay are closely related to the electron band instance, on metal surfaces the decay of electrons excited in
structure of a metal, and via the interaction with phonon, surface electron states will be modified by the interaction
magnon, and plasmon excitations, these quantities are alsavith surface phonons, magnons, and plasntérs.There-
related to the phonon, magnon, and plasmon spectra of afore, decay mechanisms on surfaces may be very different
metal. All these characteristics, electron, phonon, magnon,from those in the bulR2-35 Bulk metals exhibit three-
and plasmon spectra, as well as the decay rate (inversedimensional (3D) translational symmetry that leads to a
lifetime), depend on the dimensionality of a system. For discrete electron spectrum at any selected momentum in the

the size of the system under study. The SIESTA code is currently used
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Brillouin zone. To illustrate this, we show the band structure
of bulk Cu in Figure 1. With such an electronic structure,

the decay of excited electrons in the absence of defects ca
occur only via inelastic scattering of the excited particle on
other quasiparticles (other excited electrons, phonons, mag-
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image-potential states for Cu(111) (Ag(111)) and for Cu(100)
(Ag(100) and Au(100)). The figure shows that, on metal
surfaces, there exist not only gap surface and gap image-
potential states, but there also exist resonance surface and
image-potential states which lie outside energy gaps and,
therefore, are degenerate in energy with bulk electron states.
The change of the electron state character from the gap one
to the resonance one results in a change of the dominating
decay mechanism from many-body electr@bectron (in-
elastic) scattering to a one-electron transition: the energy-
conserving resonant electron transfer into the bulk metal
states. The latter mechanism is more efficient than inelastic
electron-electron scattering for electrons excited into reso-
nance states. This one-electron decay mechanism does not
exist in bulk metals. However, it is ubiquitous on clean metal
surfaces, on surfaces with adatoms, and on surfaces covered
with adlayers.

The decay rate of an excited electron or hole can be
presented as a sum of four contribitions:

1
I_‘tot = I_‘efe + 1—‘ese + 1—‘ekph + 1—‘efdef (1)

The first term e, describes the most important contribution
from the inelastic electronelectron (e-e) scattering mech-

rpnism leading to decay of excited electrons (holes) to lower

(higher) lying electron states with simultaneous creation of
an electron-hole pair or/and plasmon excitation in para-

nons, and plasmons). The formation of a metal surface leadsMagnetic metals and a Stoner pair or/and magnon excitation

le

to a loss of translational symmetry in the direction perpen- in ferromagnets. The second term,",, describes the
dicular to the surface. As a result, a metal surface exibits contribution from the energy-conserving resonant electron-
two-dimensional (2D) translational symmetry and bulk states transfer mechanism. The third contributid, p, represents
form a continuum of electron states with energy gaps in the the electror-phonon (e-ph) channel for energy relaxation
projection of bulk band structure onto the 2D Brillouin zone. of excited electrons (holes) via—@h scattering. This
In Figure 2, we schematically show the projected bulk band mechanism is the only one which carries the temperature
structure as well as the energy positions of surface anddependence of the electron (hole) decay in paramagnetic
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ning tunneling spectroscopy (SP3)* allows one to obtain
detailed information on the decay properties of surface and

4
4y Cu image-potential state€5558 The topographical images
2_‘ . monitor simultaneously the quality and structures of the
Xy ' surface area under investigation.

0 A A variety of theoretical methods is employed to study
- 1 Y L electron and hole dynamics in metals. The most powerful
2 A 1 8 S a Ly of them used for calculations of inelastie-e scattering is a
e A x X self-energy formalism of many-body thed®7¢” This for-
RN LV % S % L malism was introduced by Quinn and Ferrell (QF) for the

description of the lifetime of excited electrons in a homo-
geneous electron g&%The authors of ref 68 showed that
for energies close to the Fermi levé&l, the decay rate of
excited electrons scales with energylas. ~ (E — Ef)?. In
the high-density limitys — 0O, the inverse lifetime is

L AT A XZW QL K x T -1_ _ 52 _ £ \2 ay-2
Figure 1. Calculated band structure of Cu along symmetry Aire Te e =2.5019,74E — E"eV "meV (2)

directions.
In eq 2 the Heisenberg uncertainty principlEAt = A, is

a) used to relat@e—e * andle—¢; Te—e *is in femtoseconds (fs),
i sl I'e—cin meV, andh = 1 in atomic units. The electron density
Tl Y parameters is determined by/anrsng = Qo, whereny is
ot the number of valence electrons af¥ is the volume per
3 3 atom, respectively. In eq & is assumed to be in atomic
o ] units whileE — Er is in eV. For a long time, eq 2 was used
w i for interpretation of measured line widths in terms of
lifetimes for excited electrons and holes in surface states of

real metal$? 7% The results of these interpretations were not
satisfactory even for energies closeHg Later, at the end
of the nineties and in 2000, it was shown that for the correct

momentum momentum description of the hole (electron) lifetimes on surfaces it is
Figure 2. Schematic electronic structures of (a) Cu(111) and necessary to include a realistic band structure of a metal into
Ag(111) and (b) Cu(100), Ag(100), and Au(100). Energy is shown he cjcylationd27272 So far, most calculations of the
as a function of the momentum parallel to the surface. Solid lines . . . Do .
represent surface and image-potential states that lie inside the energI elas_tlc e-e scattering contrlbutloﬁek_e f_or paramagnetlc
gap while dashed lines depict resonance surface and image-potentianaterials have been performed within the Hedin GW
states. Solid (open) circles show electrons (holes) in occupied bandsapproximatiof®”® for the self-energy>~ and taking the
as well as excited electrons (no electrons) in unoccupied states.material band structure into acco@nt4’” The GW approach
Arrows indicate possible intra- (within the same band) and interband represents the self-energy with the first term in the series
transitions which can occur at the decay process. expansion of in terms of thescreenedCoulomb interaction

W retained (with G being the Green function). The screened
metals. The fourth terni._qer, describes elastic scattering interaction W allows one to naturally include plasmon
which changes electron momentum and does not change itexcitations into the electron (hole) decay picture. This
energy. mechanism becomes important when a plasmon lies in the
A study of the decay mechanisms of electron excitations energy interval accessible for electron de€&."®However,

on surfaces requires appropriate experimental and theoreticafor ferromagnetic metals, GW is not sufficient to describe
methods. Several experimental techniques are used to explorelectron decay via excitation of spin waves (magnons) and
the decay of electron (hole) excitations in bulk metals and Stoner pairs. These new mechanisms appear in the T-matrix
on metal surfaces. Photoelectron spectroscopy (PES) isgeneralization of GW, the GWT-matrix approximatiorf?-52
applied to study the decay of holes (occupied electron states)For the description of an electron (hole) decay in resonance
through the spectral line shape and line wittt$® The states on metal surfaces when one-electron processes are
complementary technique, inverse photoemission (IP), per-dominant, the wave propagation method and Green function
mits measurements of the line width of unoccupied electron methods are used. ® Electron-phonon interaction and the
states*-4! However, its limited energy resolution does not phonon-induced contribution to electron decay are calculated
favor the extraction of precise quantitative information on by employing the Eliashberg functif.s®
line widths except for some favorable ca$eJhe two- Apart from the self-energy calculations of the electron-
photon photoemission (2PPE) techni¢fifé gives more and phonon-induced contribution as well as the one-electron
precise information on spectral line shapes and line widths contribution to the excited electron decay rate, other studies
of unoccupied states. In some exceptional cases, it can als@f electron dynamics have been undertaken. In particular,
give information on occupied surface statégwo-photon Gumbhalter has estimated the lifetime of the excited electron
photoemission in the time-resolved mode (TR-2PPE) allows in the first image state as well as the lifetime of the excited
one to study the decay in the time dom&r® By combining hole in the surface state on the Cu(111) surface by using
this information with spectroscopic measurements, a very the cumulant expansion for a single particle propag&téSt.
detailed picture of the electron dynamics emef§és.  Sakaueet al®?~°*discussed energy relaxation and dephasing
Scanning tunneling microscopy (STM) combined with scan- times obtained from 2PPE measurements and the relation
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of these times with intrinsic lifetimes of electrons and holes in Ar adlayers on a metal surface and charge transfer in such
on Cu(111) by employing the nonequilibrium Green function systems. Finally, the conclusions are drawn in section VII.
method. In general, the results obtained from the use of theUnless otherwise stated, atomic units are used throughout,
cumulant expansion and from nonequilibrium Green function i.e.,€? = me=# = 1, wheree andm are the electron charge
methods are in agreement with the GW calculation results and mass, respectively, ahd= h/2xz, with h being Planck’s

for electron and hole dynamics. Nagyal®>°° have recently ~ constant. The atomic unit of length is the Bohr radas—
studied the role of spin and charge in the screening of 0.529 A. The 3D and 2D vectors are defined by=
electron-electron interaction in the free electron gas model, {X, y, Z andr, = {x, y}, respectively.

going beyond the random phase approximation (RPA). For

that they used the Landau kinetic model of relaxation rate 2, Theory

at energies close to the Fermi level. Charge and spin response

functions were constructed in terms of local field factors, 2.1. Inelastic Electron —Electron Scattering

thus leading to the spin dependent lifetimes. It was shown Below we give a brief description of the many-body

that the scattering rate of the spin-fluctuation channel gives ;
around 25% of the total decay rate of an excited electron. A methods, GW and GWT, widely used to calculate the

different approach based on the Boltzmann equation Was|dnelast|c t&grﬁ_caétenng cton_tnbultut)n dtto me electron (|h°|et.)
proposed by Knorreet all%°101This approach allows one ]t::cay_rade. I IS decay raté IS reia ?_e ofthe en%rg)ll relaxation
to study the energy dependence of electron lifetimes (the © €XCited electrons via qreatlonl 0 pallrls and piasmon .
momentum dependence has not been included in the theory xcitation In paramagnetic metals, as well as via creation o

and secondary electron effects. An overview of the results V\}ﬁﬂﬁ r tﬁslrrfwa?\r;-jbgg;/ntr:g %\s ?f?en(iarrgltg)sr;ielne fsecr;?gr&ilr?gnets.
obtained with this method is given in ref 102. contribution to the decay raté&, i.e., the inverse lifetime,

The review is organized as follows. We give a short of an electron with momenturk, band index, spino, and
description of the calculation methods used in section Il. In energy ¢,;, > E is obtained in the “on energy-shell”
partlcular, the GW and GWT formulations for the electron approximation as the projection of the imaginary part of the

sglf-energy are brlefly deslcribed.. Both these methods de-se|f-energy operator onto the electron Swﬁn(r) (See, for
signed for calculations of inelastic (many-body) e scat- instance, refs 63 and 65)

tering are well presented in the literature, and for more details
we refer the reader to the corresponding publications. Thesep
methods are followed by the description of the wave packet
propagation method. The latter method, designed for evalu- —2fdr fdr' Vo) IMZ (1€ o) Vo) (3)
ations of one-electron energy conserving processes, has been

outlined only briefly in a few publications. Therefore, we whereyy;,(r) and e, are the eigenfunctions and eigen-
present it here in detail. Then we describe another methodvalues of the one-electron Hamiltonian. In the GW ap-
developed to study one-electron processes, namely, the Greeproximation for the self-energy, only the first term in the
function method. We also give a brief description ofan series expansion in terms of the screened Coulomb interac-
initio method for calculation of the -eph interaction in tion is retained®®* The GWAHT method represents a
metals. Finally, we outline the method for calculations of generalization of the GW approximation by including the
the surface response function. The latter allows one to higher-order self-energy terms that allow for the calculation
evaluate surface and acoustic surface plasmon characterisef the quasiparticle decay in ferromagnetic systems on the
tics: the energy position and width. These are naturally same footing as in paramagnetics.

related to the study of excited electrons since the response Self-energy can be represented®gs82.103

function is one of the key ingredients of the imaginary part

of the electron self-energy and thus it can influence the oy = sGWe Tt o

lifetime of excited electrons in image potential stafem Z(rrenio) = 250 e o) T 20 e o) (4)
section Il we review the calculation and experimental study ow . ) o

of lifetimes in bulk simple, noble, and transition paramagnetic Where 2 is the self-energy derived within the GW
metals. Electron dynamics in ferromagnets are also discussedapproximatiof® and X is the self-energy contribution
The results on lifetimes of excited electrons in image- Obtained from the T-matrix approximation which accounts
potential states and excited electrons and holes in surfacefor electror-hole, electror-electron, and holehole interac-
states are reviewed in section IV. A part of these results hastions multiple scattering. One should note that in this
been discussed in ref 74. Here we review these data informulation of self-energy a few double counting terms
parallel with new experimental and theoretical findings. The Which are already contained in the GW approximation should
discussion of the line width of surface plasmons as well as be subtracted from the T-matriz3*82103.104

acoustic surface plasmons is also presented in this section

Section V is devoted to electron excitations in metal and 2.1.1. The GW Method
insulating overlayers on metal substrates. Theoretical and In this subsection we consider paramagnetic systems only
experimental lifetimes are reviewed for electron and hole and thus omit the spin index. In the GW approximation, the
excitations in quantum-well states in metal overlayers, while imaginary part of the self-energy is evaluated in terms of
electron excited lifetimes in image states are discussed forthe screened interactio(r,r',wis) and the allowed final
rare gas layers on noble metals. In section VI, we discussstatesyy«(r) for the decay process:

the dynamics of electrons excited into delocalized 2D states

and scattered by adsorbates. Lifetimes of electrons in oy — * "o )
transient states localized on adsorbates at surfaces are aIS(IJm =) ekiszZEp Vier) 1MW 011) e (1)
reviewed. This is followed by analysis of localized excitons o (5)

e—e(ek,i,a) =
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Here,wis = ex; — e s and the summation is performed over A E&
the final-state energies, which are between the initial state o

and the Fermi energ¥r. For the holes, these energies are
below the Fermi energy. Finally, the inverse lifetime within

2]
GW is calculated as
Te ol€i) = _22 fdr fdr' Piei(r) Piodr') x + g g + ’@‘ + ...
€K' f B

Im W(r 1"\ ) i i(r') Yo r) (6) az
o1
The screened interactioit is given in linear response theory
by
+ + + ..
W(r 1 o) = o(r—r") + [dry [dr, [o(r—r,) + C >
K r ,0)] 2(r 1,f 50) v(r,=1") (7)
whereuy(r—r") is the bare Coulomb interaction ap( ,r',w)
is the linear densitydensity response function. In short + + +
notation, this equation can be rewritten as D
a

W=0v+ (v + KYyv (8) Figure 3. Feynman diagrams for the GW and T-matrix self-energy
of an excited electron: (A) GW-term; (B) T-matrix direct terms
The density-density response functignis obtained from with multiple electror-electron scattering; (C) T-matrix direct terms
the following integral equation with electror-hole scattering; (D) T-matrix exchange terms. The
vertical wiggly lines represent static screened potential, and the
0 0 “ lines with arrows are Green functions. The time direction is to the
y=yx tyx@w+K C)X 9 right. By changing the time direction, one obtains analogous
diagrams for the self-energy of an excited hole.

where y° is the density-density response function of the

noninteracting electron system: solution of the Bethe Salpeter (BS) equatiéh
L) = T, 0(1,23,4)=W1, 2)6(1 - 3)6(2 — 4) +
O(E:— ) — 0(Er — ¢) W(1, 2)fd1' dz K, ,(1,21,2)T, ,(1',2[3,4) (11)
: Pilr) w(r) wy(r) wi(r)
T &€t (wtin) Here we use the short-hand notation=l(rs, t;). W is a
(10) screened potential, and the kern€l,,, is a two-particle

propagator. In the case of multiple electremle scattering,

In this equation,n is an infinitesimally small positive  the kernel (electronhole propagator) is a product of electron
constant. The kerné{*¢ entering eqs 79 accounts for the  and hole time-ordered Green’s functions
reduction of the electronelectron interaction due to the
existence of short-range exchange and correlation effects Kzsz(l, 21,2)= iGal(l, 1) GUZ(Z’, 2) (12)
associated with the probe electron (eq 8) and with screening
electrons (eq 9). Most calculations of the lifetimes of For electror-electron scattering, it is a product of two
electrons and holes in surface and image-potential states thaglectron Green functions
have been performed to date use the RPA. In this ap-
proximation, the exchange and correlation kerk&t is KE®(1,21,2)=iG, (1, 1)G, (2, 2) (13)
omitted from eqs #9. v ! z

Inclusion of exchange and correlation effects in the and for hole-hole scattering, it is a product of two hole
screened interaction (eq 8) and in the screening (eq 9) act inGreen functions
opposite directions as the evaluation of the lifetimes is
concerned. This is easy to understand by considering the Kgh-h (1,21,2)=iG, (1, 1) G, (2, 2) (14)
physics involved. Inclusion of exchange and correlation 1% o 72
effects in the screening results in a reduced screening eﬁeCtDiagrams used for the GW and T-matrix self-energy are
and, therefore, reduces the lifetime of a hot electron while ghown in Figure 3. With these diagrams and the kernel of

inclusio.n of exchange and cprrelation i_n the screened eq 12, the self-energy term describing multiple electron
interaction of the quaiparticle with the medium reduces the pqje scattering can be expressed as

interaction and, therefore, increases the lifetime. When the

exchange and correlation kernel is includedhi{eq 8), we e—h _
ehall Tefor 1o it ST 105 3. '(4,2) |Uzl Jd1d3G, (3, )T, , (1, 23,4) (15)

2.1.2. The GW+T Method Similar equations can be obtained for multipteeesand h-h
In the GWAT extension of the GW method, the central scattering® In general, the screened potent&lis energy
quantity is the T-matrix operator, which is defined as a dependent. However, to make computations feasible, the
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local and static approximatioiy(1,2) = W(r1,r2) o(ri—rz) is the density of states projected onto the initial state. In
o(t1—ty), is frequently used?81.821%8\ore discussion onthe  practice,n(w) is calculated from the Laplace transform of
effect of the local approximation on the self-energy can be the survival amplitude:

found in refs 103 and 104. Most calculations for excited

electron lifetimes have been done within this approximation. A(t) = [Wo|¥(r.H0 (22)

For details, we refer the reader to refs 79, 81, 82, and 106.
The Lorentzian fit of the structures im(w) can be used

2.2. One-Electron Energy Conserving Processes to calculate the energieE, and the widthsT", of the quasi-
) stationary state® However, if long-lived states are present
2.2.1. The Wave Packet Propagation Method in the system, long propagation times might be needed in

The wave packet propagation (WPP) approach that we areorder to refclch convergence of thg prOJepted d.enS|ty of states
addressing here is a powerful and versatile technique to study{P©OS). This problem can be avoided via a direct fit of the
the one-particle evolution driven by an effective Hamiltonian ~A(t) Signal to a sum of exponentially decaying terms:

H. The advantage of this method is that it can be equally 3

applied to stationary problems (such as the search for At) = e (G-I ) (23)
resonances or scattering matrix calculations) and to explicitly ;a]

dynamic problems (e.g. projectitesurface collisional charge .

transfer). The changes to be made at the computational levelsome parameters are stable with respect;tdhey are

are minimal. In surface science, the wave packet propagationassociated with the energie§ and widths T} of the
technique has been widely used to describe the heavy particleesonances. The procedure defined by eq 23 works well if
dynamics involved in chemical reactions at surfaces, suchthe number of resonances contributing) is small. For

as molecule-surface interactions, photoinduced processes, the cases where the number of resonances is large, the “filter
etc!9"118 Explicit treatments of the electron dynamics at diagonalization” techniqué*2should be preferred. Equa-
surfaces also appearéd;'?* where most of the recent tion 23 can be used equally well to search for the stationary
developments addressing electronically excited states argpound) states of the system. The correspondinig zero
directly linked with TR-2PPE experiments in the femtosec- in this case. It is noteworthy that the only requirement on
ond time domain (see refs 12123 and further references  the initial state wave function is th&, is chosen in such a

in this review). _ _ ~way that it has the largest possible overlap with states under
The core of the WPP method consists of the direct solution study. This statement is particularly transparent in the case

of the time-dependent Schdimger equation for the wave  of a Hamiltonian with a discrete energy spectrukty; =

function W(r,t) of the “active” electron: Ejy;, where eq 17 leads to
oW(r,t _ —iEt—, _
i —E)(t )=y wir (16) PO =2 e TP, (24)

subject to the initial conditiondl, = W(r t=0). The solution ~ and the survival amplitude is given by

of eq 16 is given by _iEt
At) = e 50y | Wl (25)
W(r,t)=U() ¥, a7 ]

Obviously, only the states with(@;|WolP = 0 can be
revealed by the spectral analysisAft).
Lot For the case of bound states or narrow and well-defined
U(t) = Zexp(i [H(t) dt) (18) resonances, eq 20 with set equal to the bound state
(resonance) energy provides the corresponding wave func-
where % is the time-ordering operator. In the case of a time- tion.
independent Hamiltonian as considered below, eq 18 trans- With eqs 20 and 21 one can also calculate the tunneling
forms to conductancey, of the STM experiment%® Indeed, accord-
ing to the Tersoff-Hamann theory?’ 7is proportional to
U(t) = exp(=iHt) (29) the local density of states at the tip positiog,. Then it is
o ] o sufficient to set?o = o(r — ryp) and use eq 21 to calculate
Once theW(r t) solution is obtained, it is analyzed to get 7. In practice, thed-function is replaced by a narrow
the physical quantities of interest. With the propagator given Gaussian function centered &b.
by eq 19, the time-to-energy Laplace transform is usually  Further applications of the WPP method are discussed
applied, allowing a direct link with the retarded Green pelow. We now turn to the numerical aspects. In choosing a

with propagatorJ(t):

function. Indeed, using egs 17 and 19, specific algorithm from the variety of numerical approaches
to the solution of eq 16, several main issues have to be
L(w) W(rt) = j:"é(wﬂn)t W(rt) dt= i(-;)q’o addressed: (1) the wave function representation and calcula-
w+ing—H tion of the Hamiltonian action on the wave function,

(20) HW;128-132(2) the wave function propagation in tini&;35137
] ] (3) problems related with the finite size of the mesh and
where — +0 and the term in the curved brackets is the corresponding reflections of the wave packet at the
retarded Green functioG*(w). Obviously, boundaried3..138-140 These aspects are not necessarily in-
. dependent, as the wave function representation often imposes
N(w) = Re{[(W|L(w) W(r ) (21) some constraints on the time propagator. In what follows,
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we give specific examples linked with works by the Being a one-electron treatment, the WPP technique does
authorg?+126.14¥155 |t should be understood that the choices not explicitly account for the inelastic energy relaxation of
of the algorithms made here are by far not unique, and the the excited states due to many-body effects such as electron
reader can find that his/her own experience is different from electron scattering. The role of the inelastic electrelectron
ours. interactions can be estimated by the procedure used in low
In most of the WPP studies of the dynamics of excited energy electron diffraction calculatiok®. It consists of
states at surfaces, we are interested in the effect of localizedadding a small negative imaginary part Vg everywhere
perturbers such as defects and adsorbates. The structure dhside the metal.
the model potentials that are used is then such that a With a wave function representation on a finite size mesh
convenient coordinate system is the cylindrical ane= in cylindrical coordinates, the time dependent solutiéft)
(0,9,2) with the z-axis perpendicular to the surface and going of eq 16 with the Hamiltonian in eq 26 is obtained
through the defect center. The Hamiltonian is given by numerically via short time-propagation:

182 18 & 1 & W(t+AL) = U(AD) W() (29)
H=—§ﬂ—2—a—Pa——ﬁﬂ+V(P,%z) (26) L . (AT
. Z°, 2pOp Op pe op* where U(At) is given by eq 19. The action of the'#&
T, To, operator on the wave function in eq 29 is calculated via the
split-operator techniqu&® 137
Typically, the (model) potential of the systeM(p,,2) SIATH . i(AU2)V i ALT, AT o I(AU2)V 3
consists of several terms, as explained below: e MM = g (A2 AT AT A2V 4 O(AL%)  (30)

For an equidistant mesh &f, x N, x N, points inp, ¢,
Vlp.¢.2) = V(2 + Vaslp:¢:2) + Vop (27) andz cooqrdinates, respectiv@aly, the actu:fl algorithpm(gf the
time-propagation, based on eq 30, involves several steps.
For the metallic substrates considered in this review, two () The €A%V gperator is, in general, local in the
models are used for the electresurface interaction poten-  direct (coordinate) space. Therefore, the calculation of the
tial, V{(2). Both models consider only thedependence of e (AV2Vys(t) reduces to the corresponding multiplications at
the interaction; that is, free-electron motion parallel to the the grid points. However, in some cases, such as, e.g., the
surface is assumed. The first model, taken from ref 156, study of the alkali adsorbate-induced resonances, the potential
represents a free electrometal substrate where a constant V contains nonlocal terms arising from the pseudo-potential
potential inside the metal smoothly joins the image potential representation of the electron interaction with the alkali atom
—1/4z on the vacuum side. The second model is used to studycore. The nonlocal part of the potential has the form of a
the effects of the projected band structure of certain surfaces projector operatorVy. = |od|. Then, further splitting of
such as, e.g., the (111) and (100) surfaces of noble metalsthe operators in eq 30 is performed in order to single out
V(2) is then given by the model potential from ref 157. This the e(A¥2Mu operator. Its action on the wave function is
potential has been constructed on the basabahitio studies calculated in direct space, according to
in such a way that it reproduces the properties of the surface A
electronic band structure at tliepoint: the energy position » g 'Alldall>
of the projected band gap, surface state, and image potential e (W02Me =1 4 (TOLD)'OL[M' (31)
states.
Vaas(p,¢,2) stands for the change of the electresurface s can be straightforwardly obtained from the Taylor series
interaction due to the presence of an adsorbate, a defect, afepresentation of the exponential.
adsorbate layer, etc. Itis represented with model potentials, (1) The e At operator is diagonal in the [142Y2e™

or potentials obtained from the density functional calcula- angular basis, wheren stands for the magnetic quantum
tions. _ _ o o number. The pseudospectral apprdéet? is then used,
We are interested in the electron dynamics indh@iori where the wave functio® = e (A"2V is transformed into

infinite space while performing the calculations on finite size the ém representation with a direct fast Fourier transform,
grids. To suppress the reflection of the wave packet, ansg that ' is given by

optical absorbing potentiaVyy: is introduced at the grid
boundaries®1%¢140 Consistent with the causality principle, g ATwgp(p, ¢ zt) =

an optical absorbing potential imposes the outgoing wave N,/2—1

boundary conditions and plays the role of thetéerm in o g AMI(L/20) @l 9p)o(@l9p) (P20, (0.2) (32)
G*(w) given by eq 20. Most often, we use an optical potential W; P m\P:%

of the form ‘

where the action of the exponential operator on the right
o= —1Cy(z— C2)2, z=C, hand side (rhs) of eq 32 is calculated with the stable Cayley
transform?58.159

V,

o]

Vopt=0,2> C, (28) 1L — AT/
Bop2) = € D, (pd) = T IATED, (p,2) + O(AL)

where C; and C, are some positive constants adjusted to 1+iAtT/2 (33)

reach the desired absorption of the incident waves within

the energy range of interest. Equation 28 corresponds to anUnder transformation of eq 33 to the form

optical potential introduced at the smakkdge of the mesh. A A

Similar potentials may be introduced at the otzeand p ( At )~ :( _ At )

edges of the mesh. L 2 T/ Plp2) = (11 2 T|Pulp2) (34)
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and with use of the three point finite differences for fhe  be solved by separating the exponential from the optical
derivatives entering the kinetic energy operator, one obtainspotential via the split approximation:
the three-diagonal set of equations for the unknown values . . o
of ®(p,2) at the points of the-mesh (see details in refs 83 g 1AH . g 1ANop{2g T IAH G IANop2
and 160). Finally, an inverse fast Fourier transform is used N
to perform the summation in eq 32 in order to obtain the WhereH = H — Vo, The highly accurate Lanczos method
wave function in the direct space. is then used to calculate the action ofA&" on the wave

() The e M. gperator is diagonal in the [1/43% ez function. Indeed, the sole role of an optical potential is to
plane wave basis, where it takes the form*&’2, Then, avoid the reflection of the wave packet at the boundaries of
similarly to step II, the pseudospectral apprddek3with the grid. Its precise calculation is of no importance as long
fast Fourier transforms is used to calculate the action of the as reflection does not occur. Another possibility is to use
e AT exponential on the wave function. the Lanczos-Arnoldi propagation schem&3164which is an

The above procedure is unitary; that is, if no optical extension of the Lanczos method to non-Hermitian Hamil-
potential is included, the norm of the wave function is tonians. As for the Chebyshev method, one can use the
preserved in due course of the time propagation. The losse€nergy-domain scheme described by Mandelshtam and
of norm due to the action of the optical potential mimics Taylor®to extract, e.g., the scattering matrix of the system.
the spread of the wave packet outside the calculation boxf the time-domain dynamics is of interest, one has to change
boundaries. from the Chebyshev-polynomial based method to the

The algorithm is greatly simplified if the total potential Faber-polynomial representation of the propagaf() in
of the systemV has cylindrical symmetry. With the wave €q 19166169
function represented as However, the main problem arises because of the spectral
range of the Hamiltonian projected on the grid (grid-
Hamiltonian). One of the specificities of the present work is
that it considers the evolution of an electronic wave packet.
In contrast to heavy particle (e.g. molecular) wave functions,
electronic wave functions often present sharp features, such
the 3D problem can be reduced to a number of 2D problems. 55 the Coulomb cusp. The description of these requires quite
Indeed, the¥(p,zt) components evolve independently and gense meshes, so that the grid-Hamiltonians possess very
one has to propagate 2D wave packets with initial conditions large eigenvalues, primarily because of the kinetic energy

defined in eachm-subspace of interest. _ part. The SOD method is conditionally stable; that is, the
The numerical convergence of the WPP calculations can tjme step should satisit < 1/|E|may Where|E|max Stands

(38)

W(o,,2t) = zieim(p‘l’m(pyz,t) (35)

21

be essentially improved with a variable change= f(§),
where, for the equidistant “calculation” mesh in tlge
coordinate, the “physical” mesh in thecoordinate is dense

for the maximum of the absolute value of the grid-
Hamiltonian eigenvalues. This means that in the present case
the propagation time step has to be extremely small for the

close to the origin. The variable change is accompanied by SOp to be stable. Thus, for a given propagation time, too

the following change of the wave function:

Y(&.9.2Y)
Vi) (&)

wheref'(&) = of/d&. The wave functiony(€,¢,zt) obeys the
time dependent Schdinger equation (eq 16), where, as
compared to eq 26, thg,, part takes the form

W(.pzt) = (36)

Toe ™ Teo = 72 g e 7 € e

Time propagation is then performed with the algorithm
described above.
At this point, a comment is in order with respect to the

37
a7

many time steps are needed. The situation is more delicate
with Lanczos and Chebyshev techniqu&sariori, these are
unconditionally stable, so that a lar¢femax does not seem

to be a difficulty. Nonetheless, it is. Indeed, the number of
terms in the Chebyshev-polynomial representation of the
propagatotJ(t) grows asE|max for a fixed total propagation
time. The method becomes inefficient. In the Lanczos
method, the construction of the orthonormal basis in the
Krylov subspace requires the repetitive actions of the
Hamiltonian on the wave function. The contribution of the
eigenvectors of the grid-Hamiltonian corresponding to large
eigenvalues is quickly growing in tHé”¥ vector. Even for
smallp values, this leads to a loss of numerical accuracy. In
practice, similarly to the case of SOD, one is then constrained
to use very small time propagation steps.

choice of the split-operator technique and the Cayley The scheme based on the split-operator technique and
transform for time propagation. Indeed, the second-order- Cayley transform used in our studies and expressed in

difference (SOD) methot?’ also called leapfrog, has an
accuracy of the same order ikt. Moreover, in modern
guantum chemistry, the short-time Lanc#64%7:16! and

eqgs 30-34 appears to be free from the above difficulties.
Aside from the use of the wave packet propagation
techniques as a tool to study the properties of (quasi)

global Chebysheii”:16? time-propagation techniques are stationary states in a given system, the calculation of the
considered the state-of-the-art approaches, since they offeiprobabilities of chemical reactions is the most frequently used
much higher accuracy. The Chebyshev approach, allowingapplication of the WPP approach in quantum chemistry (see,
the entire propagation in a single time step and providing e.g., ref 128). More generally, this is connected with
exponential convergence, is, in fact, often used as aapplication of WPP as a method of extraction of the
benchmark to test other methods. scattering matrix of the collisional system. We illustrate the

The advanced Lanczos and Chebyshev methods rely onpossible algorithm on the example of impurity scattering of
the fact that the Hamiltonian is a Hermitian operator. This an electron moving within a continuum of the given image
is not the case here because of the use of an optical absorbingtate banah. The potentials are assumed to possess cylindri-
potential (eq 28). For the Lanczos scheme, this problem cancal symmetry.
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We start from the derivation of the formulas for the 2D 1 ] P — Po\?
single channel scattering problem. Using generating series Win(p,2t=0) = == exq —iko + | =] |1.(2 (44)
for the Bessel functiondn,, the 2D plane wave can be “/;
expanded as

whereA andp, are the width and position of the initial wave
packet, respectively. The use of a Gaussian initial wave
T dkan — z 23 (kp)e™ = packet allows for the coverage of a range of kinetic energies,
2 L o m Wher_eby t_he energy depend_ence of_ the scattering process is
obtained in a single calculatioga(2) is the wave function

@ @) j of the n-th image state along the surface normal. For the
Z Q(Hm(kp) + Hi(ke))e™ (39) grid of equidistant points in the-coordinate,z = 7, +
e LG — L)/N, (j = 1, ...,N,), the wave function,(2) can be
obtained from the direct diagonalization of the Fourigrid
Hamiltonian3517

0 m
|

[ m

wherek; = (k,0) andr; = (p cosg, p sin ¢). HY® are the
Hankel functions of the first and second kind corresponding

to outgoing and ingoing cylindrical waves, respectively. As 2N2+ 2
a result of the scattering, the solution within eackubspace _1lx T + Vs(zj)
takes the asymptotic form 22 3
1, .27 1 _
b= b (H (ko) + SHT (ko)) (40) Hy=5(-1"7=% j=1 (45)

L2 sir?[(j — I)@/N)]’
whereS, is the scattering matrix. Then, settibg = i™/4, . .
the total wave function can be expressed as the superposition Throughout the course of the time propagation, the

of incident and scattered waves in the asymptotic region: A"() = (@) ¥n(pazt)Isignal is recorded on a virtual
detector located aty far enough from the scattering center.

o , 1 . dke The time-to-energy Laplace transform Af(t) (cf. eq 20)
W(p) = Z €™ = Z gkirn %(g;)\/—_ = yields the asymptotic solution:
m=—oo
ko
" () = B (W)H ko + S(@)Hi () (46)

1 i :
Ak 4 -1 H(l) K im0 (41
o € m:Zm A (S ) Hir'(ko) €77 (41) wheredj, is a Kronecker symbol and is the total energy

of the electron. The electron momentum parallel to the
Using the asymptotic expansion of the Hankel functions, the Surface, k;, is given by energy conservationk?/2 =
scattering amplitude ((¢) is given by w — B, with E being the energy of thpth image state at

I'. One immediately recognizes the same structure as eq 40.

Thus, for a wave with a given angular momentum,the

© 1 /2 . i it
) = z - \/: ef'(””)(Sm — 1) dme (42) partial probabilities can be calculated as follows below.
m==e 47T Y 7T Intraband scattering:

From egs 41 and eq 42, we obtain the scattering cross section: : S (w) 2
Prw,m) = |———— — 1‘ (47)
® 5 bn (w)
Tel = E m=Zoo 1Sn — 1 (43) Interband scattering out of the initial state,
; f i ; ; inter, S'n—'n(w) ?
It is worth mentioning that the 2D scattering cross sections P, (om=1—|—— (48)
have the dimensionality of length. br(w)

The WPP approach to impurity scattering directly stems

from eqs 46-43 generalized to multichannel scattering. The Final state resolved interband scattering

incident channel describes an electron moving withirmttie (transition from banah to band):
image state continuum, and the other channels correspond ' ()2
to this electron being scattered by the impurity into different Pir?iejr(a),m) = ‘#‘ (49)

2D surface localized or 3D bulk states. For the extraction of
the scattering matrix, we employ the virtual detector method
derived in detail in refs 153 and 170. For simplicity, we  From eqs 4749 we obtain the corresponding total cross
discuss here th®¥(p,zt) wave function, though the actual sections for intraband scattering, interband scattering, and
calculations are performed with a variable change in the final state resolved interband scattering:

p-coordinate (see eqs 35 and 36). Because of the cylindrical

bi(w)

symmetry of the potentials, the calculations are performed . 1

independently in eachn-subspace. The initial wave packet Og(a’) - k_n ZPﬁ(a),m)

Wi(p,zt=0) is located in the asymptotic region, where the m

impurity-induced potential is negligible. It is constructed as (B,y) = (intran), (interp), (intern—j) (50)

a Gaussian wave packet in theh image state continuum
approaching the scattering center with an average parallelin practice, the sum in eq 50 contains a limited number of
momentumko: terms, since the partial probabilities vanish for large enough
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values ofim|. This can be understood from the fact that the T'(K)) are then extracted from the analysis of the survival

centrifugal barriern?/2p? prevents an electron from ap- amplitude: eqs 22 and 23. It is noteworthy that the approach

proaching the scattering center close enough to be scatteredoutlined here can be equally used to calculate the 3D band
The WPP scheme in cylindrical coordinates detailed above structures for a known effective one-electron potential.

is well suited to treat local effects, such as, e.g., image state .

scattering on adatoms. However, in some cases, one is2-2.2. The Green Function Method

interested in the effect of the ordered adsorbate structures at The WPP method reviewed in the previous paragraph

surfaces. For example, the image potential states are knowry|lows for the calculation of the evolution time of an electron
to be substantially modified by the presence qf ordered rarejnitially described by a wavepack#f,. As already pointed
gas layers adsorbed on a surface (see section 5.2 and thgyt, in the case of a time independent Hamiltonian, this time
article by Hder et al*’ in this journal issue). In what  eyolution can be easily expressed in terms of the Green
follows, we discuss the application of the WPP technique to fynction of the system. Particularly, the Fourier transform
search for the energies at thepoint as well as for the energy  of the survival amplitude or the autocorrelation function of
dispersion of the image potential states (resonances) in thesgne initial wavepackeA(t) is nothing but the projection of

systems. _ the Green function ont&,,

For ordered adlayers, the total potentidl(eq 27) is
periodic in the plane parallel to the surface, owing to the 5 — | o i(w+in)t
periodicity of Vags. We will consider the simplest case of Alw) = ,}L’IL jt; dt A(e

the square 2D unit cell in the plane parallel to the surface.

Generalization to an arbitrary unit cell is straightforward. = iWo|G" ()| Wo = iGyw) (54)
For such periodic systems, it is convenient to work with an . _ _ .
equidistant mesh in 3D Cartesian coordinates (X, Y, 2). Notice that ReA(w)} = —Im{Goo(w)} is proportional to the

The x and y mesh cover the 2D unit cell area. The  projected density of states 8Ho. Equation 54 provides an
coordinate is defined along the normal to the surface, and alternative and efficient route for the calculation of the elastic
thez-mesh covers sufficiently large regions into the vacuum dynamics of electrons. In our cas®, is a wavepacket
and inside the metal. Exploiting the properties of Bloch localized in the surface region; theGofw) provides

states, the wave function can be expressed in the form  information about the energy position and the width of the
surface resonances and/or electronic states associated with

W(r ) = CXTY 4 r 1) (51) adsorbates and defects in the surface.
Most of the standard methods to perform calculations of
whereK = (Ky,K,,0) is the 2D Bloch wave vector parallel the electronic structure of surfaces or adsorbates at surfaces
to the surface ang(r t) is periodic in thex andy coordinates. rely on the use of relatively thin slabs or finite clustéfs.

The time dependent Schtimger equation foty(r t) reads This approximation is justified by the assumption that most
surface properties converge rapidly with the number of

. OY(r,t) 18% 1 o2 atomic layers in the slab. Typical examples are, for many
' = |73252 3 (Vap +1K)"| %(r, ) systems, the atomic structure and relaxations of the surface
~ ~ 4 layer, the adsorption configuration and energy of small
T adsorbates, the electronic density in the surface region, etc.
+[Va(2) + Vaas(r) + Vope (2)] (x,t)  (52)  Other properties, particularly those dependent on the precise

energy position of the electronic levels, converge quite slowly
and even show oscillations as a function of the number of
where Vop = (0/0x,0/0y,0). The absorbing potential is layers in the slab. This is due to the confinement of the
introduced only at the ends of themesh. When one is  electronic states in the direction perpendicular to the surfaces
interested in the stationary states bound in zkrection of the slabs, causing the discretization of the spectrum. For
(e.g. image states lying in the projected band gap), carethis reason, we cannot use the electronic eigenfunctions and
should be taken to set ttlemesh large enough so the, eigenvalues obtained from the slab to directly calculate the
does not induce any artificial broadening of the states, i.e., Green function in eq 54. The typical differences between
so that Vo does not overlap the stationary state wave the energy positions of the sub-bands in the slab (ap-
functions. Equation 52 is numerically solved via short time proximately 0E ~ (s/L)? in atomic units, where. is the
propagation with the split-operator technique (cf. eq 30): thickness of the slab in bohrs) are larger than or comparable
to the peak widths that we want to resolve in our calculations
P(r tHAL) = g AUV TIATTIAU2V (1) (53) (for example, a charge-transfer time 1 fs between an
adsorbed atom and the substrate translates to a width of the
The pseudospectral method employing a Fourier'giid® corresponding resonance 600 meV). In other words, the
implicitly includes the periodicity constraints and, thus, energy resolution provided by a slab calculation is insuf-
becomes a quite natural choice in this case. In the basis officient for our purposes.
plane waves, exgi), the T operator defined in eq 52 is To avoid these difficulties, we have to calculate the
diagonal and expfiAtT) = exp(iAt(K + k)%2). Then, the Green’s function of the truly semi-infinite system. This can
procedure defined by eq 53 can be efficiently implemented be done using several approach&s8We focus here on
with successive use of direct and inverse 3D fast Fourier the method used by the authors in a number of recent
transforms. publications addressing the elastic width of states associated
The time propagation is initiated with an initial wave with adatoms or adlayers on metallic surfae<¥*183Since
functioniyo = v(r,0) satisfying periodic boundary conditions the description of the electronic properties of the system
within the 2D unit cell parallel to the surface. The properties should be as accurate as possible, we use first-principles
of the stationary state€(K)) or of the resonance€&(K), calculations based on density functional theory to set up the

<<
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one-electron Hamiltonian. We combine the information Hgg and S$g are respectively the Hamiltonian and overlap
(Hamiltonian matrix elements) from slab and bulk calcula- matrix elements between neighboring bulk regi@and
tions. The use of a basis set localized in real space isB'. To converge this iteration, it is necessary to evaluate the
instrumental for this purpose. We thus use a linear combina- Green function outside the real axis. We need thus to add a
tion of numerical atomic orbitals as a basis set for abr small imaginary part to the energy + in. OnceT(w) is
initio calculations’>77 The Hamiltonian automatically  known, all the eqs 5860 can be solved an@%Yw) can be
assumes a tight-binding-like form. The matrix elements of obtained. If the wave pack8{, is expressed in terms of the
the Hamiltonian and the overlap between atoms that are farnumerical atomic orbitals in the surface regiqmi(r), then
apart are strictly zero, and the infinite system can be divided the projection of the Green function onto this state is given
into separate “regions” containing a few atomic layers. Each py

region only interacts with its nearest neighbor regions. The

Hamiltonian (and overlap) of the surface region is obtained Gyow) = io* Skal(w)stio (62)
from the slab, while those of the inner regions (bulk regions)
are taken from a bulk calculation using similar parame'&rs. Fitting Im{Goo(w)} with a collection of Lorentzians

A common energy reference is set by aligning the Fermi [(w — E)? + ([/2 + 1)? %, we can obtain the energi€s
levels of both calculations (this is possible since we typically and widthsT; of the surface resonances. The width and
deal with metals, while for insulators or semiconductors the position of these peaks is independent of the electidl of
average potentials should be aligned instead). as long asP, has a considerable overlap with the true wave
We can now use the recursive relation functions of the resonances.
) _ The time evolution of the survival amplitud&t) can be
z G (w.k[Hj(k)) — @Si(k)] = Ok (55) obtained fromGog(w)
7]

-t
e

— J".dow Goy(w)e ™ (63)

to obtain the Green function in the surface region for each [Wol W)= At) =
crystalline momentum parallel to the surface plane We

always use supercells in the lateral directions, and therefore ExaminingA(t) and|A(t)|2 may be quite useful in situations
ki is a well defined quantum number in our calculations. where the structures in §By(w)} depart severely from a
The matrix elements of the Green function are defined here Lorentzian profile.

such that
2.3. Electron —Phonon Scattering

G(rrwk) = IZ Gyl@k) Y1) ¥i (1) (56) The phonon-induced lifetime broadenifig-pr(ec) of an
! electron state with momenturk;} and energy,, is related
where to the Eliashbergn®Fy(w) spectral function through the
integral over all the scattering events that conserve energy

Y1) = Ze—iku-Ru(pi(r -R,) (57) and momentu§ 18

Lo pplei) = 27 f; "a’Fy ()1 — (g, — o) +
are Bloch-like combinations of atomic orbitas(r —R,).
Hic(ki) and Sk(ky) are respectively the matrix elements of f(eki o)+ 2n(@)] do (64)
the Hamiltonian and the overlap matrix in such a basis set.
If Sdenotes the collection of orbitals in the surface region
andn = 1 those in ther-th bulk region (where increasiny
indicates increasing the depth into the substrate) we can
rewrite eq 55 as a set of the three equations:

Here,f andn are the Fermi and Bose distribution functions
and o, is the maximum phonon frequency. The spectral
function is given by

R (@)=Y 8w — wg,)lgkkea)%(e e tog,)

G%{w) Mgdw) + G(w) Myw) =65 (58) ot (65)

s s < _ where gki,k:,q,v) is the e-ph matrix element which reflects
G*{w) Mg () + G™(0) Myy(w) + G(w) Myy() = 0 the probability of an electron scattering from the initial state
(59) i, and energye to the final stateypy, with energyey, by
the phonorwg,. Hereq andv are respectively the phonon

G Y(w) M-1yn(@) + G w) M, (w) + momentum and phonon spectrum branch. The sum in eq 65

Nl _ is carried out over all final electron statgg and all possible

G™ )(w) Mnran(@) =0 (60) phonon modes. The and— signs in the%rgument of thig

function correspond to phonon emission and absorption. In
the quasielastic approximation (phonon energies are small
in comparison with electron energies, angl, is neglected
in d(ex,—ex£wq,)), the Eliashberg function is the same for
phonon absorption and emission. This approximation is
frequently used in calculations of the-ph coupling in
metals. The eph matrix element is

where My(w) = Hyy — wSy. Equation 60 can be solved
using the transfer matrix scheki&8? where we write
G (@) = GSNw) T(w) with T the so-called transfer matrix.
The resulting equation is independent of the inageand
can be solved by iteratiof®180

T(w) =

C_H _ T gl oyt 1 \v2_
(wSsg — Hep)[(Hes — 0Sse) + T(@)(Heg wSBB()(]sl) (ki k.q,v) = (2quyv) [y |q," VaVsd i, (66)
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whereM is the atom masg,, are the phonon polarization (b)e = w > wp
vectors, andVgrVsc is the gradient of the screened one-

electron potential with respect to atom displacements from aZF(w) =0 (71)
their equilibrium positionsR.

The strength of the -eph coupling described by, is Lepn = 2mhiwp/3 (72)
defined as the first reciprocal moment of the Eliashberg _ )
functiors®-e8 For a 2D Debye model, one obtains for electron energies

. 0L2Fki(a)) (@e=w < wp
=2, ——do (67) , e
(08 F(w) = g (73)
The value ofly, can directly be obtained from the PES P
(2PPE) measurements of the temperature dependence of ThAwp( o \2
the hole (electron) line width of the surface, the image- re—ph=T(w—) (74)
potential, and the quantum-well states by using the high- D
temperature asymptotic behavior of the phonon-induced O e=w> o
broadenin©4,36,44,70,186191 D
2 -
Ty = 27ikgT (68) @ Fw) =0 (75)
Lo pn = mhiwpl2 (76)

This relation is asymptotically exact and does not depend
on the model used for the description of thepd interaction, In eqs 69-76, wp is the characteristic Debye frequency of
since temperature enters tligpn through the Fermi and 5 metal.
Bose distribution functions only.

As follows from eqs 6468, the calculation of the phonon- . o
induced contribution to the electron (hole) lifetimes or the 2.4. Collective Excitations
e—ph coupling parameter requires knowledge of (1) the
phonon spectrum characteristics of a material of interest Information on the surface collective excitations can be
(frequenciesgg,, and polarizationsiq,), (2) the electronic  obtained from the imaginary part of the surface response
structure quantities (one-electron energies, and wave  function g(q,w), defined a¥5200
functions, ¥x), and (3) the gradient of the one-electron

otential evaluated at the ions’ equilibrium positiéiVsc. _ 7
FI;honon frequencies and polarizgtions canpbe calculated by 9ay.w) = f dr Ming(r )€ (77)
using the embedded atom method (examples of these i
computations can be found in refs 192 and 193), density- Wherer = {r,z}, g, is a 2D momentum parallel to the
functional perturbation theoRf41% or any other lattice ~ Surfaceq;= |aul, andnin(r @) is the charge density induced
dynamics calculation method (for a brief review of these at the crystal surface by an external potential of the form
methods, see ref 196). One-electron energies and wave o
functions can be obtained from density functional theory _ 2T gz jqr ot
(DFT) or some model Hamiltonian electronic structure Vex(T@) = q“e ee (78)
calculations. An example of a model potential widely used
f?cr the past Idecade mhthle thgoren?al study of the dynam|_cs|The so determined can depend, in principle, on both the
of excited electrons (ho gs) In surface and.|mage-pote.nt|a value and direction of the two-dimensional momentgm
states on metal surfaces is the one-dimensional potential of i . .
refs 157 and 197. The gradient of the one-electron potential N time-dependent density functional thedfying andVex

can be computed within density functional thel8fy% or are related by the equation
by using a screened model pseudopotefti#:In sections
3 and 4 we give examples of the-ph calculations for both N1 o) = fdr’ 2(F 7o) Vo o) (79)

bulk and surface excited electrons and holes.

For fast estimations of the phonon-induced contribution . , e . .
to the excited electron decay rate, the so-called Debye modeghehr.eipor;se funcuqﬁr,r: ) satlsﬂesfthe 'F“egf;?' equation
is frequently use@?37.70188.189.198204 | this model, the e ph which relates it with the response function of a noninter-
coupling matrix elementg(ki,ksq,v), is assumed to be acting electron systenf.
constant and, therefore, the Eliashberg function is determined At the surface, translational symmetry in the direction
by the phonon density of states. In this case, the Eliashbergperpendicular to the surface is broken. To deal with this
function and phonon-induced contribution are given for a problem, the so-called slab geometry is frequently employed.
bulk (3D) Debye model as In such an approach, the slabs containing several (normally

up to several tens of) atomic layers are separated by vacuum
(@e=w < wp intervals and periodically repeated in the direction normal
) 2 2 to the surface. The slab geometry imposes some low
aF(w) = dowg (69) momenta limit below which the surface plasmon begins to
2hiw 5 split into two slab excitationsv.(q)) = wsy(1 F e at)¥2
To = —D(ﬂ) (70) (refs 205, 208, and 209) (whetkss the slab thickness). This
3 Wp drawback can be relieved by increasing the slab thickness.



Electronic Excitations in Metals and at Metal Surfaces

Then, performing a Fourier transformatigf(r,r',w) can
be expressed via matrix elements given by

SBZ Q(EF - 6k”,n) - Q(EF - €k||+qun')

X(()S,G’(qll’w) == X

S n = Skt + (o +in)

—1 . +G- i . +G'.
L—ly)ku,n|e i(ary r)lwk”Jrq”,n’Dﬂyjklﬁrq”,n’ |e|(qn i r)W}kH,nD
(80)

onn Gk”’
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where the second sum runs over the band structure for eaclkigyre 4. Decay of an excited electron with the creation of an

wave vectok; in the first surface Brillouin zone (SBZjy,n
represents the one-particle eigenvalues, @gd represents
the corresponding eigenfunctions of the ground state, evalu-
ated with the use of aab initio self-consistent pseudopo-
tential method within the local density approximati@is

a normalization area. Further calculation details can be found
in ref 210. By performing a Fourier transformation, one can
finally obtain the next expression for the surface response
function

21 z
g(q”’w) - q_de de' XGu:O,Gn':O(Z!Z'vqll!w)equ( +2)
Il (81)

Although in this formula only the; matrix elements with
parallel components of reciprocal wave vectors equal to 0
enter, the full three-dimensional dependenceg oih r and

r' is implicitly presented through the evaluation of the

electron-hole pair. Filled circles indicate electrons, and an open
circle denotes a hole.

far beyond the low-energy interval. Typical examples of such
metals are Al and Be, where bulk plasmon energies are of
the order of 15 and 19 eV, respectively. Even in Ag, where
the plasmon energy is of the order o4 eV the low-
energy single-particle excitations are not influenced by this
very narrow plasmon peak. In ferromagnetic metals, we
analyze how spin-flip processes affect the decay of spin-
dependent low-energy excitatiofisWe also analyze the
phonon-induced contribution to the inverse lifetime of excited
electrons and holes in metals which have recently been
studied??3246

3.1. Simple Metals

In simple metals, electrerion interaction is weak; hence,

integral equation (eq 9). However, these calculations arethe electronic structure and electron state widths of these
rather computer time demanding. Therefore, in the case ofmetals can be well approximated within the free electron
small crystal local-field effects, it is better to perform gas model. The first calculations of the electron width (the

calculations of thegOGG.(qH,w) matrix for theG, = G =0
components only. This drastically reduces the computational

decay rate of an excited electron or the inverse lifetime) were
performed by Lindhard'® Quinn and Ferref and Ritchie’®

time. The effectiveness of this approach has recently beenRecently, the role of multiple electrerhole scattering for

demonstrated for the case of Mg(0001) and Al(111) surfaces
in refs 210 and 211, respectively.

In the case of the use of surface potentials which vary in
the direction normal to the surface only, the calculations are
greatly simplified due to the spatial invariance of the problem
in the plane parallel to the surface, agf,w) of eq 77
reduces to thg(q,,w) form, which depends on the value of
Qi only?%

g(qw) = f dz n.(z.6,0)e* (82)

where

Ning(Z0,0) = [dZ 3(2.Z.,0,0) Ve (Z .G0)  (83)

The RPA interacting density-response functjdm,z,q,)
is calculated along the lines described in refs 212 and 213.

3. Electron Excitations in Bulk Para- and
Ferromagnetic Metals

We start the discussion of decay mechanisms of low-
energy single-particle excitations in metals in terms of
creation of electrorrthole pairs. This mechanism, schemati-
cally illustrated in Figure 4, is the basic one in metals.
Moreover, for the majority of paramagnetic metals, this is

the unique electronic decay mechanism in the energy interval

from = —3 eV to =3 eV with respect tder. The decay of
low-energy excited electrons and holes is not affected by

the lifetime of the excited electrons and holes in the free
eletron gas model was studied in the framework of the
GWHT approximation'®* For very simple metalsab initio
GW calculations ofexcited electrorlifetimes have been
performed fOf A|E,32,217—221 Be,219’222'223l\/lg,219 Na,224 and K_224
It was found that in all these metals, except for Be, the
evaluated inverse lifetimes do not depend strongly on
momentum and show approximately quadratic energy scal-
ing, Te—e ~ (E — Er)?, predicted within Fermi-liquid theory.
In Be, in contrastl'e—e Sstrongly deviates from the quadratic
energy dependence at certain points and directions of the
Brilloune zone (BZ). This deviation was explained by the
nonfree electron-like behavior of the electron bands (Figure
5, bandsT,, Z;, and §) along certain symmetry directions
and at symmetry point8?223 Excited holelifetimes have
been calculated using the GW approximation fof?Aand
Be??3 It was shown that in Al the hole inverse lifetime
can be well approximated by quadratic scalinGe—e ~
(E — Ep)? For Be the low-energy excited hole inverse
lifetimes deviate from the quadratic scaling along some
symmetry directiong?® Later calculations done for Al have
also included multiple-scattering terms (T-matrix contribu-
tion) in the self-energ§{? However, despite the change of
the inverse lifetime values with respect to the GW results,
this inclusion did not change the quadratic scaling of the
Ie—e.

It is commonly accepted that the-ph contributionl’e—pn
to the decay ratd” is very important for electron (hole)
energies close th&r, more exactly for energies < |hwp —

plasmon excitations since the energy of these excitations isEg|. However, first-principes calculations b§-p» performed
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Figure 5. LDA energy bands along the symmetry directions and
density of electron states (right panel) for hcp Be.

Table 1. Total Line Width, I'ot = Fepn + Tee,
Electron—Phonon, I'e—pn, and Electron—Electron, Ie—e,
Contributions for Certain States at the I', M, and L Points for
Bulk Be?

state €PA Te—ph Tee Tiot

st —4.28 13 124 137
IV 1.19 18 1 19
Myt —4.87 40 189 261
Mz~ —3.07 22 84 117
Ma~ 3.54 16 80 78
L1 —3.54 38 78 105
L1 155 76 3 77

Chulkov et al.
3.2. Noble Metals

The electronic structure of noble metals is more compli-
cated than that of simple metals. Electronic spectra of simple
metals consist of sp symmetry baff@svhile in noble metals
electronic structure consists of two groups of bands (as an
example, see Figure 1 for the band structure of Cu and ref
225): (1) unoccupied and occupied bands of sp symmetry
up to an energy of-2 eV (—4 eV) with respect tder for
Cu and Au (Ag); (2) narrow occupied bands of d symmetry
with lower energies (except for the lowest states of s
symmetry). The distinction in symmetry and different
behavior in real space (the maximum of the d state wave
function is much closer to the nucleus position than that of
the sp state) leads to a qualitatively different energy and
momentum dependence Bf . (re—e 1) for these two groups
of electron state¥f We start from the sp unoccupied states.
At first glance, the excited electrons in these states can be
considered as freelike electrons with a decay rate which
scales with energy aBe—e ~ (E — Eg)? Indeed, all first-
principles calculations for excited electron lifetimes in Cu,
Ag, and Au give this scalingl”?19226.230However, as was
shown in ref 218, the d-electrons lead to the increase of
as compared to the case of the free electron gas model.
Primarily, this effect is due to the contribution of the d
electrons to the screening of the electr@hectron interaction
W(r,r',\wis). A similar effect takes place for holes excited in

aThese values are in millielectronvolts. The second column denotes the sp states. Very different decay occurs for holes in d states

the LDA eigenvalues (in eV).

in Be?22 for certain symmetry points and symmetry directions
in the BZ have shown that, even for energies |hwp —
Erl, I'e—ph can be comparable withe Or, in some cases,
can be much bigger thahe—.. In Table 1 we compare the
phonon-induced lifetime broadeninfepn, at T = 0 with

of noble metal€?6-22° In Figure 6 we show the calculated
lifetimes for holes in both the sp and d bands of these metals.
From this figure one can conclude that (1) d hole lifetimes
strongly deviate from the inverse quadratic scaling typical
for the free electron gas model; (2) for the same energy, d
hole lifetimes are much longer than the sp hole lifetimes;
and (3) d hole lifetimes show very clearly the effect of the

the e-e contribution for some selected electron states at theband structuré® All three of these features are most
I', M, and L symmetry points. In general, the line width due Pronounced for the upper d bands, where the hole decay is
to the e-ph scattering is smaller than that induced by the mostly determined by electron transitions from sp occupied
e—e interactions. For the electron stafeés and M,*, the bands. These transitions contribute only slightly'to. due

e—e contribution is nearly 1 order of magnitude larger. to different symmetries of the sp and d states and their

However, for some electron states, suclirasand L, (above
the Fermi level)I'e—pn is much larger thad'e—e, since for
these states the—e contribution is very small. This is

different localization in real space. In Figure 7 we compare
the calculatet?®??°and measuréd22 lifetimes for holes
in the upper d bands at a few symmetry points in the BZ for

explained by the absence of final electron states with Cu. One can see that the experimental data on the lifetime
relatively small momenta for the electron (hole) decay while Of the Xz.() state are in good agreement with the lifetime
for |arge momenta the decay probabmty is small. As for the Vall_JeS obtained from the full _potentlal ||near_ muffin-tin
e—ph interaction, analysis of the spectral function (eq 65) Orbital (FP LMTO) GW calculatiod?® For energies lower
showed that the Eliashberg function in Be is dominated by than that of theXs state, the FP LMTO GW lifetimes
high_frequency peaks of the phonon Spectrum which are eVaIl:]ated at the Symmetry pOIntS are close to the results
determined by optical phonons while the low-energy peak Oobtained from the pseudopotential method based on plane-
in the phonon density of states is completely suppressed bywave basis set (PPW) GW computatidfsHowever, the

the e-ph matrix element¥3 These optical phonons favor
the large contribution to the-eph coupling that in turn results

experimental lifetimes demonstrate a sharp decrease near the
top d band energy, and all the calculated lifetimes so far

in a small lifetime of quasiparticles in these states despite @PPear to be longer than the experimental ones.

the negligible values of the-ee scattering. For higher
temperatures, the changes in thepd contribution depend
on the value of the-eph coupling parametély ;. As a rule,

The importance of multiple electrerhole scattering
processes (T-matrix) for excited electron lifetimes can be
illustrated by using recent calculation results for the inelastic

they are not very large, which is consistent with the rather mean free path (IMFP) in Ag* The inelastic mean free
weak e-ph coupling that is observed in hcp Be. Thus, at path of an excited electron in the statg; , with momentum

room temperature, the-goh contributions to the line width
for the Myt, M,~, and M~ electron states are found to be

k, band index, spino, and energyy,, is defined as the
distance the electron travels during its inelastic lifetirng,

48, 28, and 20 meV, respectively. As one can see, theyi.e., i, = TkioVkio The group velocity is defined ag; .

remain smaller than the line widths due to thesescattering

= Oexio/0k. Normally the IMFPs deduced from experiments

for the same states, which do not depend on temperatureare resolved in energy and spin, and not inmomentum;
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present here the computed momentum-averaged lifetimes

7,(E), group velocities,(€), and IMFPA,(E) = v,(€) 7,(E). Figure 8. IMFPs (in A) in Au and Pt as calculated within the GW

and GWAT approaches.

In Figure 8 we show the averaged IMERh Au calculated
within the GW and GW-T approaches and compare them 3.3. Paramagnetic Transition Metals
with the GW IMFP in Pt. In Au at the excitation energy of

about 1 eV, the IMFP obtained from the GW calculations is
equal to 1300 A, that is, much longer than the IMFPs
deduced from photoemission experimeti#s220-230 A,
and from BEEM measuremeri¥,230—-280 A. The inclu-
sion of the T-matrix terms gives a IMFP of approximately
470 A; that is, multiple e-h scattering processes essentially
improve the agreement between theory and experiment. Th
IMFPs in Pt appear to be much shorter than those in Au,
even when the T-matrix effects are included in the calcula-
tions for Au. This can be explained in terms of the electronic

The electronic structure of transition metals is character-
ized by d bands at and aroufig. As an example, we show
in Figure 9 the band structure of palladium along symmetry
directions together with the corresponding electron density
of states. The latter shows a pronounced peakEat
determined by d electrons. In other transition metals, this
eak is shifted up to higher energi@sThis feature (d states
at and abovesg) distinguishes transition metals from both
simple and noble metals and leads to very distinct lifetimes
in transition metals. In general, lifetimes in these metals are
significantly shorter than those in simple and noble ones.

structure of Pt. The band structure of Pt is very similar t0 This can be explained in terms of distinct density of states.
the band structure of Pd (see subsection 3.3). In both metalsyn nople metals, the electronic structure in the energy interval
it is characterized by the high density of d states in the g—4 eV aboveE consist of 12 sp bands while in transition
vicinity of the Fermi level. Therefore, the decay of an metals the band structure at these energies consists ®f 2
electron from these states to unoccupied d states is efficientd bands. The bigger number of final states increases the
(as discussed above for holes in noble metals) and results irefficiency of the electron decay and, thus, reduces the
IMFPs which are shorter than those in Au. lifetime.
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figure in Ag, the momentum dependence of the electron
lifetime is much weaker than that in Nb. This can be
attributed to a much stronger momentum anisotropy of the
band structure of transition metals compared to that in noble
ones. In Figure 11 we compare the TR-2PPE experimental
data for the excited electron lifetimes in Ta with the lifetimes
obtained from the GW and GWT calculationg* This
comparison shows that the multiple scattering between holes
and electrons included in thBmatrix produces noticeable
contributions to the fast electrons’ decay. For excitation
energies higher than 1.6 eV, we find a very good agreement
between experimental relaxation times and ©€Wtheoreti-
cal lifetimes. Below 1.6 eV, the experimental relaxation times
are higher than the theoretical data. This can be attributed
to cascade effects which are important for excited electrons
at these energie4®

The role of the e-ph interaction in the excited electron
and hole decay in transition metals has been studiebin
initio calculations of the €ph coupling parametet, the
Eliashberg spectral function, and the p» contribution by
using Pd as an exampit. Sklyadnevaet al>*6 have shown
E-E.(eV) that e-ph coupling is significantly stronger for both occupied

Figure 10. Electron lifetimes (less that 100 fs) in Ag (upper panel) and unoccupied d states than for sp unoccupied states. The

and Nb (lower panel) as calculated by the LMTO RPA GW method strong “d band—phono.n cqupllng is dominated by low-
are shown by solid diamond¥’ In the upper panel, the solid line ~ frequency phonons while high-frequency phonons are sup-
depicts the free electron gas model with= 2.1. In the lower pressed by €ph matrix elements (eq 66). It is a typical
panel, the momentum-averaged LMTO GW lifetimes are depicted feature of transition metals caused by the coupling of d
by the thick solid line, whereas the thin solid line represents the glectrons to transverse phonon moéfs.

lifetimes calculated by the free electron gas model witk 3.1.

The momentum dependence (anisotropy) of the lifetime is reflected
by different positions of solid diamonds at the same energy.

404

Lifetime (fs)

204

Lifetime (fs)

3.4. Ferromagnetic Metals

Additional mechanisms to the ones discussed above of

Only a few many-body GW calculations of electron and quasiparticle decay related with energy relaxation arise in
hole lifetimes in transition metals have been published to ferromagnetic metals. In these materials, the majority- (spin
date??1.237.24024%/ery recently, GWHT evaluations of excited ~ up) and minority- (spin down) spin electrons form two
electron lifetimes have been done for Pd and®a%4° The subsystems and the decay of an electron with a certain
general conclusion from all the calculations done is that, in direction of spin (up or down) can be accompanied by the
contrast to the cases of simple and noble metals, the excitectreation of a Stoner pair (an electron with one direction of
electron lifetimes in transition metals show a strong mo- spin and a hole with the opposite spin direction) or/and
mentum dependenég->*"We illustrate this effect in Figure = magnon excitation. In Figure 12 we schematically show the
10, where momentum and energy resolved lifetimes are decay mechanisms for an excited electron. We discuss these
presented for electrons in Ag and Nb. As follows from the mechanisms by using recent calculations for Fe an#&f
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electron-hole pair in the same band.
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0.0le==0" . . , . .
0.5 1.0 1.5 2.0 25 8.0 disagrees with measuremefitsfor both directions of spin
E-E, (eV) v (Figure 13). The inclusion of the non-spin-flip contribution
0.84 //o (electron decay in the same spin channel, right panel of
P Figure 12) from the T-matrix strongly increases the line width
v/ of the spin minority state for energies larger than 1 eV, while
> spin minority /O . for smaller energies the spin-flip processes (electron decay
2 04l /g o via creation of the Stoner pair and excitation of magnon,
~ v o left panel of Figure 12) dominate, resulting in good agree-
v/gfo e ment with the measured line width. For the spin majority
"";gj ./0/ states, the T-matrix contribution is small and does not modify
o.o-%/ S0 .fofg/. . —— the results obtained from the GW calculations. This disagrees
0.0 0.5 0 E—EL?eV) 2.0 25 3.0 with the experiment but it is well compatible with the Fe
F band structure: the transitions from 3d+£€ —%,) — 4p (0
Figure 13. Calculated' and experimental inverse lifetimes of = 1/,), which accompany the de-excitations of spin-majority

texlgited elec;rcalns inhFe. tﬁoligg;?monds.shﬁyv the ?\é\/tc.om”blé“o“ electrons, result in a small contribution to the spin-majority
0 1, open circles show the non-spin-tip contrioution, an : ; i
black tpriangles show the complete GN“FV? (nor?—spin-flip+ spin- line W.'dtT due to the small density of 4pstates at all
flip) T-values. Stars show the experimental inverse lifetimes of refs €Nergies: Similar to the case of Fe, for the spin majority
100 and 249. states in Ni the effect of the electreole multiscattering
processes is also small while for the spin-minority states the
In Figures 13 and 14 we show the calculated spin-projectedsituation is different. For the latter states, the difference
densities of states as well as the GW and-GWWmnomentum- between the GW and the GWT inverse lifetimes is mostly
averaged inverse lifetimes$,, for Fe and Ni, respectively.  due to the non-spin-flip multiple scattering processes. The
Within the GWAT formalism, the contribution of non-spin-  contribution from the spin-flip processes is small.
flip processes to the inverse lifetimes is described by the The inelastic lifetimes, calculated for Fe and Ni within
GW term and by thél-matrix term witho; = o, whereas the GWA-T approacH}! have been employed in order to also
the spin-flip contributions follow from th&-matrix term with calculate the spin-resolved inelastic mean free p#tithe
01 #= 02.81 The spin-flip part of the inverse lifetime for an main results of these calculations are shown in Figure 15.
excited electron in the stateq;, is determined by the  Both experimental and theoretical data demonstrate a big
unoccupied stategy -, With lower energy and opposite  spin asymmetry of IMFPs in Fe and Nispin-up > Aspin-down
spin and by the transition probabilities betweenhg, and This is an important property used in spintronic devices, e.g.,
the yx v -, States weighted by Int, _,(w) at energyw = spin-valve transistors and magnetic tunnel transistors, to
€qi0 — €kn—o.2t In the case of Fe, the GW calculation realize the switching of current depending on the direction
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Figure 15. Spin-resolved inelastic mean free path in Ni and Fe
calculated within the GW and GWT approaches. Up triangles
show spin-majority IMFP from the GW calculations; down triangles
show the spin-minority GW IMFP corrected for T-matrix effects.
Stars show the GW results for the spin-minority electrons without
T-matrix corrections. Solid (open) circles are experimental data for
the spin-majority (-minority) electrons in the ey alloy from

ref 238.

of the applied magnetic fieléf®> The calculation results

Chulkov et al.

an effectivers value to approximate the measured or/and
calculated lifetime dependence on energy by the inverse
quadratic scaling3”-2%0

By comparing the QF lifetimes with the GW ones for
simple and noble metals, one can note that good agreement
between these data is obtained only for Mg and Al at energies
of 1 and 2 eV. For Be, the disagreement can be attributed to
the complicated band structure (Figure 5) that leads to a very
strong momentum dependence of the electron and hole
lifetimes?1°223 For noble metals, the disagreement can be
attributed to the absence of d-electrons in the free electron
gas model.

As follows from the table, the measured relaxation times
are generally shorter than the GW (GW) lifetimes, 7e—e.
This can be attributed to several factors. First, the experi-
mental relaxation times contain the contribution from the
e—ph interaction: the inclusion in theory of this interaction
reduces the lifetime. Second, the transport effect results in
the reduction of the measured relaxation ti#¥e>2 Third,
the refilling of the excited state with the cascade electrons
from higher excited states increases the relaxation time. For
a one-to-one comparison of theoretical lifetimes and mea-
sured relaxation times, it is necessary to include in the
evaluations all the three above-mentioned factors. In prin-
ciple, the e-ph contribution to the inverse lifetime can be
obtained from first-principles calculations, as was recently
done for bulk Bé and Pc?*6 However, accurate evaluation
of the two other factors is more problematic since it requires
the use of nonequilibrium theories.

4. Excitations on Clean Metal Surfaces

As mentiond in the Introduction, an analysis of theoretical

for Ni agree well with experimental data for permalloy and experimental research on electron and hole excitations
NigoFey (experimental data for pure Ni and Fe are absent). in surface and image-potential states on clean metal surfaces
The T-matrix effects (i.e. generation of Stoner’s pairs and has been presented in a review by Echeniguel.’* Here

spin waves in Fe and non-spin-flip multiple scattering in Ni) Wwe incorporate an analysis of new experimental and theoreti-

appear to be important at the energy of excited electron belowcal findings to give a comprehensive perspective and updated

1 eV, whereas above 1 eV, i.e., in the energy region
important for spintronic devices, the IMFP is well described
within the GW approach.

3.5. Comparison of Theoretical and Experimental
Lifetimes

idea of all the work done for clean surfaces.

4.1. Excitations in Surface States

One of the conclusions of Echenigatal.’* was that for
surface states on Al and Mg surfaces there was no agreement
between the results of the GW calculati#ifé-253.25and the

Theoretical and experimental results on the study of photoemission measurement data of the 198038 In

excited electron lifetimes in simple, noble, and transition

recent photoemission measurements of the temperature

metals are summarized in Table 2. The momentum averageddependence of a hole line width in a surface state on

lifetimes, re—e(E), obtained fromab initio GW and GWA-T

Mg(0001), a much better agreement with theory was

calculations, are shown together with the lifetimes evaluated found?° It was also shown that the-goh coupling in the

by using eq 2 for the free electron gas modelfot+ Er =

surface statel = 0.27, is close to that{, = 0.30, in bulk

0.5, 1.0, and 2.0 eV and are compared with the relaxation Mg. This result does not seem surprising, since the Mg(0001)
times deduced from TR-2PPE measurements. As follows I" surface state is located in a narrow energy gap and, hence,

from the table, in general, thab initio momentum averaged
lifetimes do not follow a precise inverse quadratic scaling

it is of very bulklike charactet3®26°Another photoemission
measurement has been performed for hole surface states on

with an excitation energy. However, in some cases, the Bi(110)3” In contrast to earlier mesurements of theph

lifetimes can be well fitted by this scaling function using
the effectivers parameter that is different from a “geo-
metrical” definition, #/3rng = Qo, whereng and Qp are

coupling in hole surface states on Bi(106)jt was found
that on Bi(110) the eph coupling is quite weak and the
coupling parametef is similar to that on the Mg(0001)

respectively the number of valence electrons and the volumesurface. Despite this similarity i, the hole decay mecha-

per atom. This is the case of noble mefdfdn Mg and Al,
quite accurate scaling is achieved fgvalues obtained from
the “geometrical” definition. For transition and rare earth
metals, the notion ofs is not well defined at all. Neverthe-

nisms on Mg(0001) and on Bi(110) are different. On
Mg(0001), thel” surface state energy is of —1.6 eV (Table
3) and, hence, the-ee contribution,I'e—e = 92 meV2®% is
mostly responsible for the hole decay (thepd contribution,

less, even for these metals, sometimes it is possible to find[e_pp, is only of =20 me\?%). On Bi(110), the energies of
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Table 2. Momentum Averaged Lifetimes,ze—, (fs) Obtained from Ab Initio GW Calculations of Real Metals (Calcd) and Lifetimes
Evaluated from Eq 2 for the Quinn—Ferrell (QF) Free Electron Gas ModeF® Together with the TR-2PPE Measured Relaxation Times
(Exp) for Excited Electrons at EnergiesE — Ef = 0.5, 1.0, 2.0, and 3.0 eV

Te—e (fS)
metal 0.5eVv 1.0eVv 2.0eV 3.0eVv
Be calcd ~200[219] 85 [219] 40 [219] 10[219]
(rs=1.87) QF 220 55 14 6
exp
Mg calcd 66 [219] 19[219] 6 [219] 3[219]
(rs=2.66) QF 91 23 6 3
exp
Al calcd 105 [219] 37 [219]; 66 [221]; 56 [82] 10 [219]; 20 [221]; 16 [82] 41[219]; 9 [221]; 7 [82]
(rs=2.07) QF 171 43 11 5
exp  33[251] 22 [251] 13 [251]
Cu calcd 62 [219]; 40 [226]; 4550 [221] 14 [219, 226]; 15 [221] 6 [219]; 7 [221, 226]
(rs=2.67) QF 90 23 6 3
exp ~90 [231] 44-65 [231] 16-32[231]; 1727 [241] 5-28[241]
Ag calcd 44 [226] 16 [226] 6 [226]
(rs=3.01) OF 67 17 4 2
exp
Au calcd 58 [226]; 48-63 [221,242] 23 [227]; 1#20[221]; 18 [226] 13 [227]; 9 [221]; 12 [226]
(rs=3.01) QF 67 17 4 2
exp 200 [243] 87 [243] 26 [243] 9 [243]
Fet caled 60[81] 18[81] 5[81]
exp 8.5[100]
Fel calcd 4.5[81] 4.5[81] 1[81]
exp =5[100]
Ni 1 calcd 68][81] 20 [81] 8[81]
exp 18 [100] 7 [100]
Ni | caled 6[81] 4[81] 2.5[81]
exp 13[100] 5[100]
Nb calcd 30[237] 13[237] 8[237] 41237]
exp
Mo calcd 166 [244]; 150 [244] 39 [244]; 30 [244] 10 [244]; 7 [244] 3 [244]; 2 [244]
exp  50-77[244] 20 [244] 5-8 [244] 1-4 [244]
Rh calcd 20 [244]; 17 [244] 7 [244]; 5 [244] 3 [244]; 2 [244] 2 [244]; 2 [244]
exp  10-14[244] 3-4[244] 3-4[244] 2-7[244]
Pd calcd 12[82];9[82] 9 [82]; 8 [82]; 1613 [221] 6 [82]; 5[82]; 6-10 [221] 3-4[82]; 3[82]; 4 [221]
exp
Ta calcd 33[245] 10 [245]; 18 [245] 6 [245]; 9 [245] 5 [245]; 8 [245]
exp 14 [245] 5 [245] 3[245]
Yb exp 78 [250] 137 [250]

aFor ferromagnetic Fe and Ni, the data are given for both spin-majority and spin-minority states. The lifetimes for Yb have been measured by
using STSS

the hole pockets near titgandM symmetry points are small ~ “ferromagnetic Kondo lattice” model, that this width can be
(they are of the order of thd hole surface state on explained by electrohmagnon (e-m) interaction.
Ag(111), = —(50-60) me\#’). Hence, as in the case of Summarizing the results shown in Table 3, it can be noted
Ag(111)2? the T'ee is expected to be small too and the thata modern state of the theory that includes both the e
dynamics of holes in surface states on Bi(110) is expectedand e-ph interaction gives electron and hole line widths of
to be dominated by the -eph interactior?’” A similar the surface state on simple and noble metal surfaces in good
mechanism of the hole decay in surface states is alsoagreement with recent measurements by PES and STS. In
expected for Bi(111), where the-@h coupling was found  the case of the Pd(111) surface, a better agreement with
to be even stronge#, = 0.402¢7 than that on Bi(110). TR-2PPE measuremeftscan be achieved by the inclusion
Recently, Baueet al2’28 measured the energy and line of the e-ph contribution to the line width. For the rare-

width of theT d surface state on the (0001) surface of the €&rth metals, it seems necessary to perform a detailed
lanthanide metals La, Gd, Ho, and Lu by using STS at low theoretical study of all the-ee, e-ph, and e-m interactions
temperature, 10 K. This state, being closeEtois located to dlscnmmatg a dominating mechanism of excited electron
in a local band gap around tHe point (see, for instance, (N0l€) decay in thé" d surface state.

calculations by Kurtret al. for Gc?9). Due to interaction of _— . .

d electrons with partly filled f shells in Gd and Ho, their d 4.2. Excitations in Image-Potential States

surface states are spin-split: an occupied majority-spin  New contributions shedding light on new aspects of the
surface state just belof and an unoccupied minority-spin  decay mechanisms of excited electrons in image-potential
surface state just abo&: (see Table 3). Bauest al. have states have recently been publisfi&gf127928%Borisov et
found that the minority-spin surface states show an unusuallyal.?’* analyzed the role of resonant one-electron transfer
large line width,I" =~ 130 meV, that was attributed to a strong in the decay of the population of resonance image po-
e—e interaction in these flat barfdsand to a strong-eph tential states. These states have been found experimentally
coupling in the later publicatioff.A different interpretation and/or theoretically, for instance, on the noble metal sur-
was given by Aller?? who showed, by using the simple faces Cu(111), Ag(111), and Au(1#1}5"?8'as well as on
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Table 3. Energies (in eV) and Line Widths (in meV) for Different Surface States at Low Temperatures

surface state energy Tee Tepn Tcaica Texp
Be(0001) r —2.73 265 80 345 [201] 350 [201]
_ M1 -1.8 72 80 152 [201] (380) [261]
Be(10D) A —0.42 53 80 133[202] 130[202]
B —0.39 185 [188]
Mg(0001) r -16 83 [253], 92 [254], 91 [203] 25[253], 19 [262] 108 [253], 110 ~500) [258], 133 [203]
B -1.7 (~200) [255]
M —0.96 32 [254] 9[262] 41
Al(100) r —2.75 67 [265], 131 18 149 [26] (500) [256], (450) [257]
Al(111) r —4.56 336 36 372 [253] ~1500) [257]
Cu(111) r —0.445 14 8 22[32] 24 [32]
_ —0.435 234 1[266]
Cu(110) Y —0.510 8 [265] <32[264]
Ag(111) r —0.067 2 4 6[32] 6[32], 5[263]
B —0.063 6+ 0.5 [266]
Au(111) r —0.505 14 4 18 [32] 18 [32]
B —0.484 21+ 1[266]
Pd(111) r +1.35 37 [270] (54) [270]
La(0001) r +0.130 494 10 [268]
Gd(0001) r —-0.182¢ 44 [27]
B +0.491 132 [27]
Ho(0001) r —0.09t 19 [27]
B +0.347¢ 125 [27]
Lu(0001) r —0.017 2+ 1[268]

aThe calculated valued {acg are decomposed in electrorlectron ('e—¢) and electror-phonon (e—pr) contributionsI'e—py values for Cu, Ag,
Au(111), and Al(100) surfaces are from microscopic computatigfisvhile for the Mg(0001) surfac€epn is from ab initio calculationg®? and
other values are from 3D Debye model evaluationsTiar O K. Values forl'e,, in parentheses were measured at room temperature.

Table 4. Widths of the Image-State Resonances (in me¥)

Ag(111) Cu(111) Au(111) Be(0001)
E,= —0.66 eV E,= —0.69 eV E,=-1.95eV E,=-3.95eV
n calcd exp calcd exp calcd exp calcd
1 (33[75]) (22+ 10/6 [289, 290]) (29 [75]) (3@ 10 [44]) 410 160+ 40 [21] 900
405 [123] 230 [292]
2 38.1 >33[289] 40.6 4710 [51] 62.8 61 [123] 108
37.6 [291]

3 12.7 10[289] 13.4 16.53 2.5 [51] 19.5 36
4 5.4 5.6 8.2 12.3

aThe first column for each surface corresponds to the present results. Numbers in parentheses correspond to the conventional image states
stationary within the one-electron pictui®, stands for the energy of the top of the projected band gap with respect to the vacuum levek: calcd
calculated; exp= experimental.

the simple metal surfaces Be(000%1), Be(101D),282 potential and colliding from time to time with the surface,
MgB,(0001)283 Al(100), and Al(111)8428Borisovet al?"* the rate of the electron escape into the metal is given by the
studied Cu(111), Ag(111), Au(111), and Be(0001) by using fixed probability of the transmission through the metal
the wave propagation method (see subsection 2.2.1). Theyacuum interface multiplied by the collision frequency. Since
showed that, in contrast to image-potential states located inthe difference in energies of the image state resonances is
the projected gap (this is the case for Cu(2&0rnd relatively small, the transmission probability is basically
Ag(100Y4 on Cu(111) and Ag(111), the line width of the constant through the-series, while the collision frequency
second If = 2) image state is wider than that of the first is proportional tax 328 Thus, the resulting resonance charge-
(n = 1) image state. We summarize the calculated resultstransfer rate (width) has am™3 dependence. Another
for the first four image-potential states in Table 4. This important point of the calculatift is that the calculated
unusual result can be easily explained by the different natureline widths are in good agreement with available experi-
of then = 1 andn = 2 states. Then = 1 state lies in the =~ mental data (see Table 4). This confirms that the decay of
gap while then = 2 state is degenerate in energy with bulk excited electrons in resonance image states is mostly due to
states (see Figure 2). Then the line width of the 1 state one-electron transfer from the image state to underlying bulk
is determined by many-body inelastic scattering processesand surface states.

while the decay of then = 2 state is determined by more On surfaces of ferromagnetic materials, the gap image-
efficient one-electron charge transfer. On other surfaces, potential states are expected to be spin-split due to the spin-
where all image states are resonances, they show a regulasplit character of the bulk band structure projection. For these
behavior: the line width decreases with the increase of the states, the exchange splitting between majority- and minority-
guantum numben. Moreover, the line width of resonance spin states is comparable with the total line wdtii that

image states on all the surfaces studied obeysiisealing includes lifetime broadening and quasielastic scattering. This
established theoretical§2%287for the gap image states and makes difficult measuring the intrinsic line width (lifetime
confirmed experimentally in TR-2PPE measureméhitsis broadening) of individual image states. However, recently,

result can be understood from the quasi-classical argumentstime-, energy-, and spin-resolved 2PPE mesurements of a
Indeed, for the electron moving under the action of the image thin Fe film on Cu(100) by Schmidit al?’® have overcome
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Table 5. Lifetimes (in fs) Measured by TR-2PPE and Calculated Using the GW Approximation for Image-Potential States on Clean
Metal Surfaces: calcd= calculated; exp— experimental

lifetime
metal ref n=1 n=2 n=3 n=4 n=>5
Li(110) calcd [277] 18 44
Cu(001) exp [46, 295] 468-6 120+ 15 300+ 20 630 1200
exp [297] 41.3 150 406
calcd [286] 38 168 480
Cu(119) exp [274] 155 39+5 105+ 15 2004+ 20 3504 40
Cu(117) exp [274] 155 39+5 95+ 15 190+ 20 3504 40
Cu(111) exp [44, 51] 1&5 1443 40+ 6
calcd [75] 23
Cu(775) exp [394] 182
Ag(001) exp [295] 55t 5 160+ 10 360+ 15
calcd [30] 55 219 658
Ag(111) exp [275] 32+ 10 <20
calcd [75] 20
Au(100) calcd [278] 22 93 264
Fe(110) exp [279] 1624114+ 20
calcd [278] 31
Co(0001) calcd [278] 37
Ni(100) exp [298] 16+ 5
calcd [278] 20 101 287
Ni(111) exp [272] 7+3
calcd [278] 15
Ru(0001) exp [495] 11
calcd [276] 14
calcd [278] 14 70
Pd(100) calcd [278] 11 56
Pd(111) exp [270] 25 4
calcd [270] 22 89
Pt(111) exp [273] 26-7 62+ 7
calcd [273] 29 73
this problem and found spin-dependent lifetimesror 1 decay channels) for the excited electron decay. This also
andn = 2 (see Table 5. They obtained= 16 + 2 fs and increases the imaginary part of the self-energy and the line

71 = 11+ 2 fs for the majority- and minority-spin electrons, width. The Crampin analysis showed that the tip-induced
respectively, in then = 1 state. The corresponding intrinsic  change in the electron lifetime has to be taken into account

line widthsT'; = 41 meV andl'; = 60 meV compare well in the STM studies of the dynamic properties of surface
with the found exchange splitting of 56 10 meV for this electronic states, especially high-energy states.
state. For then = 2 state, the values, = 47 + 3 fs ([, = As mentioned in section 3, in many metals, plasmon

14 meV) andr; = 35+ 3 fs (', = 19 meV) were obtained  excitations have energies of Q0 eV. Therefore, these
for the majority- and minority-spin electrons, respectively. excitations are beyond the relevant energy intervad @V
In this case, the intrinsic line widths are much bigger than for the decay of image-potential-state electrons. In Ag,

the respective exchange sp_litting_,£3 meVv. Schmidtet however, both the surface and bulk plasmons have energies
al.?"® also showed that quasielastic scattering processes araround 3.8 eV. These collective excitations can influence
spin-dependent. the decay of image-potential states via the participation of

Application of an external electric field to a metal surface d-electrons in the screening of electreglectron interac-
induces a Stark shift of intrinsic surface std%sas well as  tion.2830 The effect of d-electrons on the screening can be
of image-potential state.This effect has been identified taken into account by using the-d polarization model of
in STM and STS measurements of binding energies of Liebsci®2% that replaces the d states by a polarizable
surface and image states by comparing these energies wittmedium characterized by the local dielectric functégfaw).
photoemission resultd:3842.56.74.266.290n electric field be- It had been expected that the inclusion of the d band effect
tween the probe tip of a scanning tunneling microscope andand therefore of the surface-plasmon excitation as a new
the surface of the sample induces a Stark shift of image- channel for the decay of image-potential states would reduce
potential states by-5 eV, so it is important to know how their lifetimes. Gar@-Lekueet al.,?® however, showed that
much this field affects the dynamics of excited electrons. the subtle combination of the spatial variation ofds
Many-body calculations of the lifetime of electrons in image polarization and the characteristic nonlocality of the eleetron
states on Cu(100) with an applied electric field have recently electron interaction near the surface actually yields longer
been done by Cramp#i® He showed that an increase of lifetimes for then = 1 state on Ag(100) which are in
bias voltage leads to an increase of the intrinsic line width excellent agreement with time-resolved 2PPE measure-
of an image state. Two mechanisms are responsible for thisments?® The presence of collective excitations thus explains
increase. First, the applied field pushes an image state closewhy the lifetimes of the image-potential states on Ag(100)
to the surface, producing larger overlap of this state with are longer than those on Cu(100) (see Table 5).
underlying bulk and surface states. This in turn increases In Table 5 we show the measured TR-2PPE lifetimes of
the imaginary part of the self-energy and, respectively, the excited electrons in image-potential states on noble and
line width. Second, the applied field pushes up the energy transition metals surfaces. For comparison, we also give the
level of the image state, opening more final states (more theoretical lifetimes obtained from the GW calculations with
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the one-dimensional potentials of refs 157 and 197. Note
that the theoretical lifetimes are represented in Table 5 only
by the e-e contribution since the-eph contribution to the
decay rate of electrons in image states is normally small
(Te—ph = 1 meV for the first image state and significantly
smaller for the higher image states) and, thus, can be ignored
for image state®®® As follows from the table, a good
agreement between the TR-2PPE and theoretical lifetimes
is obtained for the firsti{ = 1) image state on all the metal &
surfaces except for surfaces of ferromagnetic metals, Fe and s
Ni (for Co(0001) there is no available experimental data). 02
For the latter surfaces, the calculated lifetimes are higher by g (A")
a factor of 2 compared to the measured data. This can be ) _ _
attributed to the model used for calculations of the electronic Figure 16. (@) Surface plasmon width dispersion for Mg(0001)

structure of these materials. The band structure obtained witht@lculated with the momentum-dependent kernel of ref .

a one-dimensional model potentfdl'®” does not contain initio data for thelM (T'K) direction of the surface Brillouin zone

) : are shown by the filled (open) diamonds. The solid (long dashed)
d-electron bands, which means a smaller number of eIecnonﬁine is the corresponding best data fit. The dashed (dotted) line

per atom compared to that in the real metal. This leads t0 yresents the jellium model (one-dimensional model potéffal
weaker screening and, Consequently, to hlgher lifetimes. It dispersion. Stars indicate experimental ddta.
is believed thaab initio calculations which take d-electrons
and the spin-dependence of all electrons into account canwidth in the small momenta region. Additionally, for both
give lifetimes of electrons in image states in much better Mg(0001) and Al(111), the calculations gave an initial
agreement with the TR-2PPE data. For the higher image negative dispersion of the surface plasmon width, a behavior
states, the agreement between the theory and experiments ihat was also observed experimentally for a variety of metal
less impressive than that for the= 1 image state. The origin ~ surfaces such as Ag(118},°°2 Mg(0001)3° mercury3®°
of this disagreement is not yet clear. graphite3® and Al(111)30
The energies of strongly localized sp surface states at the
(111) noble metal surfaces have quasi-parabolic dispersion
with momentum parallel to the surface. Hence, these states
can be considered to form a quasi 2D electron gas with a
In the jellium-like models, the surface-response function 2D Fermi energy equal to the surface-state binding energy
predicts a zero width for surface plasmons in the long- at the center of the surface Brillouin zone. In the absence of
wavelength limit. The theory predicts that, with increasing the 3D bulk electrons, this 2D electron gas would support a
of momentumg, parallel to the surface, the width rapidly 2D collective oscillation with the dependence of its energy
increases due to decay into electrdmole pairs. Thiswould  on the 2D momentung, given by the equatict’
lead to the situation that collective excitations with small
momenta could not affect electronic excitations with energies
less than the surface plasmon energy. However, experimen-
tally, the surface plasmons exhibit a finite width even at This equation shows that, with increasing wavelength,
gi = 0. On typical metal surfaces such as Al, Hg, and Mg, plasmon frequencies in a 2D electron gas go to zero and,
the surface plasmon width is of the order of 1 &%300303305  therefore, should contribute to the decay of all electronic
Since surface plasmon properties in tpe= 0 limit are excitations. However, due to their square-root dependence
determined by the bulk dielectric functiefw), the experi- on the wave vector, these plasmons do not affect eleetron
mental surface-plasmon widthsws, at g, = 0 should be hole and phonon dynamics significantly near the Fermi level.

P @ (O) Ab initio, TH (TK)
i Jellium model

Linewidth (eV)

1D model potential
% Experiment

0.3 0.4

4.3. Collective Excitations on Clean Metal
Surfaces

Wop = (26|2=Dq”)1/2 (84)

approximately described by the measured bulk dielectric
function ¢(w). Indeed, in the case of Ag, Li, Hg, and Mg,
the experimentally observed surface-plasmon width is well
described in this manné?® Nevertheless, for K and Al the

Recently, it has been demonstrated that due to the presence
of the 3D bulk electrons the dynamical screening at surfaces
provides a mechanism for the existence of a new collective
mode, the energy of which has a linear dependence on the

width was found to be considerably larger than that predicted 2D momentum in the smaty, region. It has been shown

in this way. The results of the first calculations of the surface that metal surfaces where a partially occupied quasi-2D
plasmon width with the full inclusion of three-dimensional surface-state band coexists in the same region of space with
electronic structure for the Mg(0001) and Al(111) surfaces an underlying 3D electron continuum support a well-defined
have been presented recently in refs 210 and 211, respecacoustic-like surface plasm@#:3°¢In this case, a combina-
tively. The calculations show that both a realistic electronic tion of the nonlocality of the 3D dynamical screening and
structure calculated within aab initio approach and a proper the spilling out of the 3D electron density into the vacuum
treatment of exchange-correlations are crucial for the de- allows the formation of the 2D electron-density acoustic-
scription of the surface plasmon width for the entire like oscillations at metal surfacé¥:319To date, the acoustic
momentum region. A very good agreement has been obtainedsurface plasmon properties, such as energy and line width
with experimental data, as is appreciated in Figure 16 for dispersions, have been calculated for Be(0001) and (111)
the Mg(0001) surface. Based on this agreement, it wasnoble metal surfaces with the use of the surface model
concluded that other possible sources such as defects, steppotentials of refs 157 and 197. Recent calculations have
and phonons do not influence the surface plasmon decay. ltdemonstrated that this collective mode should be well defined
was also demonstrated that the inclusion in the theory of in the energy range from zero up to, at least, several hundred
band structure effects only in the direction perpendicular to millielectronvolts?*® In Figure 17 the results reported in ref
the surface is not sufficient to describe the surface plasmon213 for the Cu(111) surface acoustic plasmon line width are
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40 ; ably large thickness can support surface states (states
localized at the adfilmvacuum interface). These surface
351 s . states are easily formed by noble metal adfilms on noble
301 S metal substrate®+327.332:335 Fourth, adfilms with a sharp
% s "y adfilm—substrate interface can support clear interface states
g 25 e e which can be detected in photoemission measurements. An
~ e "o example of such systems is Mg adfilms grown on W(110).
L atn . ..
B 209 n=5meV it In recent photoemission measuremeftss’ a clear Mg
= o o interface state was found for a number of thicknesses of Mg
o 191 i G o adfilms. Moreover, it was shown that this state is spin-split
i | —— --R{”.-O.zo 0 due to W substrate-induced spiorbit interaction Fifth, in
fm .3:32@0 many cases, the growth of ultrathin films causes the change
5 n =M&; oo of two-dimensional translational symmet#§/3*°resulting in
] 25" M= 0.1 meV the folding of the substrate electron bands. The folded
0 ' T T T T T substrate bands partly cover the substrate energy gap, thus
0 5 100 150 200 250 300 350 400 changing the character of the quantum-well state from the
Energy (meV) QW gap state to QW resonance. This change can affect the

Figure 17. Line width of the acoustic surface plasmon in the decay mechanisms of the excited electrons (holes) in QW
Cu(111) surface versus plasmon energy, as obtained from thestates’®

imaginary part of the surface-response functiq,w) of eq 82 - PP .
for three values of the broadening paramejer 0.1, 1, and Of the two contributions to the lifetime broadening of QW

5 meV entering eq 88t Solid (open) symbols represent the line  States (electronelectronle—e, and electror-phonone_pn),
width with (without) inclusion of transitions between 2D and 3D the latter has been investigated in detail for Ag/Fe(280%°
states in the evaluations of the noninteracting density-responseAg/V(100)2°4331and Na/Cu(111§?318341These investiga-
function of eq 80. tions have been motivated by several reasons: (1) to explain
) the measured hole quantum-well states line width, it is
presented. Acoustic surface plasmon decay can occur byimportant to measure boff._e andTepn contributions; (2)
exciting electror-hole pairs either through transitions be- n yitrathin films, the e-ph coupling parametélrcan be very
tween 2D and 3D states or through transitions within the gitferent from in the corresponding bulk met&®;331which
3D continuum of bulk states. At small energies below- is important for the search for new superconducting materials;
110 meV, where an acoustic surface plasmon can only decay(3) the 1 parameter can strongly vary with the variation of
by exciting electrorrhole pairs within the 3D subsystem, the adfilm thicknesg®! (4) A can be directly extracted from
one can see that its line width is entirely determined by the {e temperature dependence of the hole QWS line widths
external broadening parameter With an increase of  gptained from photoemission measurements. For QW states
plasmon energy above110 meV, the 3D intraband con-  ;th pinding energies larger than the Debye frequency of
tribution to the line width significantly increases. On the other the material of interest, only the-gh contribution e pp,
hgnd, by comparing thg resqlts with (S(_)I_ld symbols) and g temperature dependent (see eq 68) and the slope of this
without (open symbols) inclusion of transitions between 2D dependence gives. However, this slope reflects—eh
and 3D electronic states in the evaluation of f®z,q,), coupling only if noticeable amounts of thermal defects such
one can draw a conclusion about their low level of 5qyacancies or/and interstitial atoms do not appear with the
importance in the acoustic plasmon decay in the entire energyincrease of temperature. In noble metals and many transition

range considered. Whereas, due to its small energy, thismetals, the effect of thermal defects on fhe(T) can be
acoustic surface plasmon should influence the decay rate Ofsafely avoided in the temperature intervaD—300 K. In

all electronic excitations at the metal surfaces, its relative hg temperature interval, Paggalall%l measured. in the

impact is not clear at the moment. To clarify this point, sy and d hole states for a 10-layer film of Ag on Fe(100).

additional investigations are required. They found that eph coupling is much stronger in the sp
hole state 4 = 0.5) than that in the two d hole statels

5. Overlayers on Metal Surfaces 0.05) of the adfilm. These results can be compared with those
of e—ph coupling in bulk Pd. This metal is a neighbor of
5.1. Metal Overlayers on Metal Surfaces Ag in the periodic table and shows a similar structure in the

The growth of ultrathin metal films with thicknesses density of glectror) states. The m.ain djfference between the
ranging from a fraction of a saturated atomic monolayer to W0 DOSs is that in Pd the DOS is shifted up tow&kdoy
several monolayers on a metal substrate can produce a variety4 €V and the peak related to the top of the 4d states is
of effects in the electronic structurEirst, the adfilm can ocated aEr instead of at= —4 eV as in bulk Ag. In recent
remove or modify the intrinsic surface state of the substrate. first-principle cazlfsulatlons of the eph interaction in Pd,
This is the case for sodium adlayers on Cu(2%1y8 and Sklyadneveet al.?*¢ showed that theep_h c_ouplmg param-
on Al(100)319-321 Seconglif the substrate has a local band eterl_l at the top 4d stateXs, at theX point is equal to 0.05
gap or symmetry band gap in the direction normal to the @nd in theA; sp bandl =~ 1.0 andi =~ 0.35 atEr and at the
surface, it is possible for electrons to be trapped in quantum X Point, respectively. However, only a few Pd d-electron
well (QW) states. These states form 2D electron gases withStates show a very small value af the majority of d
metal densities localized in the adfilm. Systems with local States exhibifl values which are comparable within the
band gaps are, for instance, Fe on Au(1¥8)Ag on Au sp states and in many cases are much largerihanthe sp
and Au on Ag®2332” and Pb on Cu(111%832° Typical states.
systems with the symmetry band gaps are adfilms of Ag on Kralj et al?%* studied the layer dependence Aofin the
Fe(100¥2*and on V(100§3°331Third, adfilms with reason-  sp-QW state of Ag adfilms on V(100). They showed that
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Table 6. Line Width Contributions (in meV) of Various
Scattering Channels for the p(2<2) Na and Cs Overlayer
Quantum Well States

energy TCelastic Tee I_‘e—ph TCiotal I_‘exp

Cs 42 943 <01 753 17+£3 18+2
Na 408 7.4£3 04 9+3 16.8+3 16+3

______ a2The energy (in meV) of these states is given with respedirto
______ Teiastic represents elastic scattering,-. represents electrerelectron
0 scattering, and'e—pn represents electrerphonon scatterindCiota is the

resulting total widthI'exp are the STS experimental valués.

It was found (see Table 6) that the many-body inelastie e

scattering contribution to the QW state line width is small
r while the one-electron (elastic) scattering contribution gives

Figure 18, Dispersion of p(x2) Na and Cs quantum well states half of the exhpenmenyally observed line width. The rest is

in the ' — M direction®5 The dark gray area indicates the projection 9iven by e-ph scattering.

of bulk Cu states onto the {11) SBZ, while the light gray area

shows the closing of the gap arouhdhfter back-folding from the 5.2. Insulating Overlayers on Metal Surfaces

M — Mcy andMcg, — K' symmetry directions defined in the inset.

Overlayers other than metallic ones are also possible and
strongly varies with the number of adlayers at thicknesses indeed influence the dynamics of excited electronic states
of 1-4 Ag monolayers and that for thicker films it ap- atsurfaces. Depending on their interactions with the excited
proaches the Ag bulk value. This variation was interpreted electrons, they can lead to various phenomena. As examples,
in terms of the interaction of the photohole with the potential We can mention the localization processes, such as formation
step oscillations induced by the Ag surface atom vibrations 0f small polaronsor electron solvatiof**“®” The case of
at the Ag-vacuum interfacé% molecular overlayers on surfaces has recently been reviewed

More theoretical work has been done to evaluate thgte Py Zhu®*“ Below, we will concentrate on the case of a thin
interaction in Na ultrathin films on Cu(111). In the pioneering @Y€ of an insulator covering a metal surface. Detailed
work of Hellsing and coauthofd? the e-ph coupling expenmen_tal and th_eoretlcal studies have _demonstrated_ t_hat
constant was calculated for the QW state in 1 monolayer _the dynamics of exmted_ states at surfz_ices |s_deeply m_od|f|ed
(ML) of Na/Cu(111) by assuming that vibrations of a Na N the presence of a thin layer of an insulating materlal._ In_
monolayer can be represented by a single phonon mode witdany cases, the layer acts as a spacer layer; that is, it
Na atom vibrations in the direction perpendicular to the produces an overall repulsive potential for e_IeCtron_s which
monolayer plane (Einstein mode). This model accounted for prevents a low energy electron from penetrating the msulato_r
the whole QW state width, that in general includes contribu- l2yer and, thus, efficiently separates the substrate electronic
tions from inelastic ee scattering as well as from one- states from the vacuum ones. This is a big difference with
electron processes and from scattering on defects. Later it'€9ard to metallic overlayers, where the electron-overlayer
was shown that the inelastic-e scattering contribution is ~ Potential is overall attractive, leading to the appearance of
not negligibly small and should be included in the description duantum well states located inside the layer.
of the QW state dynamics in 1 ML of Na/Cu(123t}.Very The first experimental studies on the excited electron
recently, Borisovat al3*> have shown thatin 1 ML of Na/  dynamics at surfaces in the presence of spacer layers by
Cu(111) clear Na perpendicular modes do not exist. All Harriset al3>34649%ddressed the role of different parameters
perpendicular vibrations with Na atoms involved have the of the system. In particular, the key influence of the relative
largest weight in the Cu(111) substrate. Hence, the contribu-energy position of the electronic excited state and of the
tion to 1 in the QW state should be formed by many modes. insulator band gap was clearly demonstrated. Haatrial.

This was assumed in the estimations of thgl contribution studied the case of image states on a Ag(111) surface covered
by Chulkovet al8where the phonon-induced contribution, by a thin Xe overlayef4534649 They showed that, if
I'e pn, was shown to be comparable with theesinelastic degenerated with the Xe layer band gap, the image state
contribution,I'e—e. The perpendicular Na vibrational mode retains its character and it is located in the vacuum outside
was shown to arise for Na coverages: 1 ML. It becomes the rare gas layer. As a consequence, it is located in a region
stronger as coverage is further reduced. This fact makes theof space where the image charge attraction is weaker and,
role of the Einstein mode much more important for coverages thus, the binding energy of the image state is smaller than
lower than 1 ML of Na. that on the clean metal surface. The penetration of the image

The role of another decay mechanism of electrons excited state inside the metal substrate is also much decreased
in a QW state, namely elastic one-electron scattering, wascompared to the clean metal surface case, and thus, the image
recently studied by Corriatt al® using p(2<2) overlayers state decay rate due to inelastic electrefectron interactions
of Cs and Na on Cu(111) as an example. The growth of in the substrate is decreased. At this point, it must be stressed
these overlayers creates a surface unit cell which is largerthat the decay of the image state involving inelastic eleetron
than the Cu(111) substrate unit cell; thus, it decreases theelectron interactions that is dominant on clean metal surfaces
reciprocal unit cell and leads to folding of the substrate cannot occur in an insulator, due to the lack of available
electron bands. This folding makes the Na and Cs QW statesfinal states for the transitions. Thus, the image state decay
degenerate with the Cu bulk bands, as shown in Figure 18,still has to involve the metal substrate electrons. Another
and introduces a new mechanism for the decay of electronsituation is met if the image state energy is outside the
states which are not present in the case of the gap QW statesnsulator band gap, so that the image state electron can easily
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penetrate the overlayer. The character of the excited stateon a pseudopotential description of the electrén interac-
is then quite different from the previous case. Excited tion and incorporates the actual crystallographic structure of
guantum well states localized inside the layer can appearthe layer. It consists first in determining the pseudopotential,
similarly to the case of metal overlayers. As well, states the sum of a short-range part and of a long-range polarization
localized both in the layer and in the vacuum can be formed. part, that reproduces the scattering phase shifts for a low
These states exhibit a mixed image stajaantum well state  energy electron interacting with a free Ar atom. Then,
character. The energy and the width of these states stronglyknowing the crystallographic structure of the Ar layer, one
depend on their spatial localization. The presence of ansums all the interaction potentials between the active electron
insulator layer can thus priori, lead to the existence of  and the Ar atoms, taking into account the mutual polarization
states with very different characteristics. Detailed TR-2PPE effects. This mutual polarization is the essence of the
studies have been reported for image states on insulators irdielectric character of solid Ar. Indeed, all the Ar atoms are
a variety of systems consisting of, e.g., rare gas layers onpolarized by the active electron and its image in the metal
noble metal substratd¥,291:345347.493-4% glkanes on Ag(111¥3 substrate; this creates dipoles on the various Ar atoms that
oxygen molecules on Cu(11%% nitrogen molecules on  polarize each other. The mutual polarization problem is
Cu(111)3**® naphthalene on Cu(11%® n-heptane on  solved by a self-consistent iterative metH&#iln this way,
Au(111)}?% andp-xylene on Ag(111§° the external field brought by the active electron is properly
Similar to the case of clean metal surfaéeinelastic ~ screened by the Ar medium. Tests on bulk Ar show that

intraband scattering processes have been observed fofhis approach quantitatively reproduces the behavior of low
dielectric layers on metal substrafé&3°TR-2PPE experi-  €nergy electrons in Ar. The total potential felt by the active
ments revealed that for small electron momenta parallel to €lectron is then obtained as the sum of the electron-layer
the surfacek, the time-resolved photoemission signal and electron-substrate potentials, with the latter being the
maximizes for pump-probe time delays larger than that for local potential introduced by Chulkost al**" to represent
large k. This brings evidence for the time evolution of the the electron interaction with a clean metal surface.
momentum distribution of excited electrons and, in particular, The wave packet propagation approach (see section 2.2.1
for transitions from high to lowk; states within the same  for details on the procedure) has been used to determine the
image state continuum. Thus, the movement parallel to the characteristics of image states in the Ar/Cu(100) system
surface of an electron in an image state with a nonkei® modeled with the 3D microscopic potential described above.
slowing down due to its interaction with the overlayer. The results of this study account for the available experi-
Detailed analysis of the experimental data and, in particular, mental datd>°152Figure 19 presents the electron densities
of the rise and fall time of the photoemission signal as a of the n = 1 image states for 1 ML and 4 ML of Ar on
function of k; leads to the interpretation of this relaxation Cu(100). The calculation is three-dimensional, but the figure
process as due to energy transfer to the frustrated rotationonly presents a cut of the 3D density in the plane perpen-
of the molecules in the lay&® or to friction of the image  dicular to the surface. In bulk Ar, the bottom of the
state electron with energy transfer to the substrate elec-conduction band is located above the vacuum |&#6B4so
trons34:350 that we expect the image states to be repelled by the Ar layer

On the theoretical side, the effect of an insulator layer on and to be confined in the vacuum outside the layer. This is
excited electronic states at surfaces was first treated using dully confirmed by the calculation (Figure 19). As the
continuous dielectric medium (CDM) modiéP:34"The basic ~ electron penetrates from the vacuum into the Ar layer, the
idea of the CDM°! is to consider the overlayer as a electron density decreases on the average, consistent with
continuous medium, which can be characterized by the the insulator character of the layer. The electron density
electrostatic properties of the infinite insulator medium, the further decreases inside the metal substrate because of the
permittivity e, and the energy position of the conduction band projected band gap. As a result, in the 4 ML case, the
minimum. Then, classical electrostatics is used to compute probability of finding an image state electron inside the metal
the potential felt by the image state electron interacting with is extremely small. A very well marked structure appears at
the metal+ overlayer system. Potential discontinuities at the location of the Ar atoms in the layer, and it corresponds
interfaces are removed by an ad-hoc procedure. This model-to the orthogonality constraint of the image states to the inner
ing, associated with some parameter adjustment, reproducedevels that are bound in the electreAr pseudo potential.
the experimental results in certain systefig#’In particular, When averaged parallel to the surface, the electron density
it accounts quite well for the various trends mentioned above. decreases steadily as the electron penetrates the layer and
However, this approach fails for certain systems, such asthe substrate and only exhibits small modulations following
Ar on Cu(100)®*? Besides the use of an adjustment the Ar planes. Comparing parts a and b of the figure, one
procedure, this approach neglects the effect of the over-can see that as the Ar layer thickness increases, the electron
layer crystallography, as well as the variation of the is repelled further away in the vacuum, leading to a decrease
medium characteristics with the layer thickness. A one- of its binding energy.
dimensional (1D) model of rare gas layers has been Figyre 20 presents a comparison between the computed
developed that represents the rare gas layer by a potentiahnd measured energies and lifetimes ofrthe 1, 2, and 3
modulated perpendicular to the surface, following the atomic jmage states in Ar/Cu(100j° The microscopic representa-
planes, and invariant by translation parallel to the surface. tion of the Ar layer is seen to lead to an excellent agreement
It allows one to account for the effect of the rare gas layer yith TR-2PPE experimental data for the state energy. The
(ref 353, see details in the article by'@leet al in this  mjcroscopic approach was also used to get the effective mass
issue). of the image statesyer, for electron motion parallel to the

A three-dimensional parameter-free approach has beensurface.me is defined from the dispersion relatide(k;)
recently developed to describe the interaction of a low energy calculated with the WPP approach. It was found to be slightly
electron with an Ar layer adsorbed on a méalt is based smaller than the free electron mass, with the difference
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are predominantly located in the vacuum for which a free
electron mass is expected, and they slightly penetrate the
Ar layer, for which an effective mass of the order of that in
bulk Ar (0.47m. in the 3D microscopic description) is
expected. As for the lifetime of theimage stater,, it has
been computed using a bulk penetration approximation. The
change of lifetime between clean Cu and Ar covered surfaces
(Ar/Cu) was obtained as the ratio between the bulk penetra-
tions, p,, of the image states:

T(Ar/Cu)  p,(cleanCu)
7.(cleanCu)  p,(Ar/Cu)

(85)

This approximation is based on the qualitative idea that, since
the image state decay comes from inelastic interactions of
the excited electron with bulk electrons, it should be weighted
by the wave function penetration into the bulk. Despite the
fact that this approximation neglects the nonlocal effects, it
gives quite reasonable results in the Ar/Cu case, as has been
recently demonstrated with many-body calculations based
on the above-mentioned 1D modeli#f§ The results of the
microscopic description approach for the lifetime are shown
in Figure 20 together with TR-2PPE experimental data. Both
sets exhibit the expected trend of increasinghen the layer
thickness increases. The agreement is quite good, deteriorat-
ing progressively with the layer thickness. One can notice
that, in both sets, the relative magnitude of the lifetime for
Z(a.u.) the variousn states is noticeably changing with This has
Figure 19. Two-dimensional cut of the 3D electron density been m;grpreted as an effect of the different tunneling
corresponding to thek( = 0) n = 1 image state on a Cu(100) Probabilities of the image states through the Ar laiér.
surface covered by 1 ML (part a) and 4 ML of Ar (part b). The  One of the qualitative results of the above study that could
Z-axis is perpendicular to the surfac@ ¥ 0 in a vacuum, the Cu |51 syrprising at first sight is noteworthy: an atomically

image plane is located at= 0), and theY-axis is one of the axes thin Ar | h I . lat h ter. Indeed. it Id
parallel to the surface. The position of tNeaxis with respect to In Arfayer has a ciear insuiator character. indeed, it cou

the hexagonal array in the outer Ar layer is given in the inset. The b€ argued that a single monolayer would have shown some
thick segment along th¥-axis indicates the range shown in the porosity. However, it does not. This feature has consequences
figure. for several other systems. First, on the (111) surfaces of noble
metals, the projected band gap does not overlap the vacuum
0.0 — : | , ‘ level. Then, the higher lying image states are, in fact,
A A= : T a resonances with quite short lifetimes due to their decay by
resonant one-electron transfer into the bulk. In this case too,
. the presence of an insulator layer that separates vacuum from
-04 . the bulk substrate results in a significant lengthening of the
. resonance lifetimé?32°1 A very extreme case is that of a
06| o free-electron metal covered by an Ar layer that has been
10t : : : } studied theoretically using the 3D microscopic appro&éh.
) On a free-electron metal, the image potential is present but
B no band gap can prevent the electron from escaping into the
bulk. Only extremely broad resonances, if any (see the
discussion in refs 357 and 358), can appear in such a case.
] It was show@™® that a thin Ar layer adsorbed on a
free-electron metal surface leads to the existence of well-
defined long-lived image resonances, quite comparable to
the usual image states seen on surfaces exhibiting a surface-

. - : e projected band gap.
Figure 20. Binding energy (in eV, upper part) and lifetime (in fs, o .
lower part) of then = 1, 2, and 3 image states on Ar/Cu(100) as The presence of a thin insulator layer also influences the
functions of the Ar coverage expresssed in monolayers, ML. Surface state on the (111) surfaces of noble metals. The

Symbols show the experimental results, and lines show the resultsenergy change due to the presence of a thin rare gas layer
of the 3D microscopic studi? (up to a few monolayers) could be observed both by STS
and photoemissioff? 362 The surface state band bottom was
varying according to the penetration of the image state wave found to move up by around 550 meV, increasing from
function inside the Ar layer. This is consistent with experi- Ar to Xe. The case of surface states on Au(111) was further
mental result®®that reported an image state effective mass studied using the CDM model described above for image
equal tome within a 10% accuracy. Indeed, the image states states. Though not fully quantitative, this study allowed one

Binding Energy (eV)
.

10% -

Lifetime (fs)

102 |

10
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to interpret the surface state energy shift as a result of theto buried image states was supported by calculations using
change of the image potential outside the surface due toa 1D model for the Ar layef63364

screening by the rare gas layéf. Quasi-stationary levels localized inside an insulator thin

Besides the change in the dynamics of the electronic statedilm and corresponding to the quantization of the insulator
already present at a clean substrate surface, an insulator layeconduction band have also been experimentally observed
on a metal can lead to the appearance of new states, locateduite a few years ago in another physical context: electron
inside the insulator layer. As we have already mentioned, transmission through an insulator thin film adsorbed on a
for heavy rare gas layers such as Xe, quantum well statesmetal surfacé>*365369n these experiments, an electron beam
can be formed*>*% Observed in the Xe/Ag(111) system, of variable energy was sent toward a metal surface covered
these states have an energy below the vacuum level. Thusby a thin insulator film (rare gas, methane) and the intensity
these are bound states in a one-electron picture, since theyf the transmitted current was recorded as a function of the
can escape neither into the metal, because of the projectedncident electron energy. The transmission probability was
band gap, nor into vacuum. The quantum well states found to exhibit a series of peaks, the positions of which
correspond to quantization of the rare gas conduction banddepended on the layer thickness. These peaks have been
inside the layer, similar to the quantum well states observed interpreted as signatures of the quantization of the electron
in the case of metal overlayers on metals. The higher lying motion perpendicular to the surface; they are the direct
states resulting from the quantization of the conduction band analogue of PeretFabry transmission resonances in optics.
for a Xe overlayer are located above the vacuum level. TheseDetailed analysis of the peak position as a function of the
are quasi-stationary states in a one-electron picture, and theyayer thickness provided information on the electronic band
can decay by electron transmission through the rare-gas structure of solid A% One can then stress that similar
vacuum interface. For the lighter rare gases, the bottom of quantized states associated with the rare gas conduction band
the conduction band is above the vacuum level. All the levels could be found in very different situations: quantum well
corresponding to the quantization of the conduction band states, quantum well resonances, and interface states observed
inside the layer are quasi-stationary (resonances) in a onein 2PPE experiments and resonances observed in transmis-
electron picture in this case. sion experiments.

A theoretical study using the microscopic description of  Effects of the weak electron transmission through a thin
the Ar layer brought evidence for the existence of quantum rare gas layer have also been reported in the case of transient
well resonances in the Ar/Cu(100) systéthFor thin Ar states localized on an atom on the surface or on an atom
layers (up to 4 ML), the quantum well resonances were moving with respect to the surface. This is, for example,
extremely broad with widths in the few hundreds of the case of the core-excited Ar*(2p*4s) adsorbed on a
millielectronvolts range, corresponding to a very high metal surface (see refs 148 and 487 and section 6.5.1 in this
transmission of the Arvacuum interface. Analysis of the review). If the Ar* atom is located in an Ar layer adsorbed
corresponding wave functions confirmed their origin: quan- on a metal surface, then the 4s electron transfer to the bulk
tization of the Ar conduction band. This conclusion was is much slowed if the 4s electron has to go through the Ar
further supported by computation of the dispersion relation layer. A similar effect was invoked in the case of electron
E(ky). It corresponded to an effective mass aroundrg,6 stimulated desorption processes from a surface covered by
which was quite close to the electron effective mass inside & rare gas laye¥’ In that case, the desorbing ions have to
bulk Ar, consistent with the Ar conduction band origin of travel through a rare gas layer before escaping into vacuum.
the states. Experimentally, the quantum well resonances haveAs shown by charge-transfer rate computations using the
been observed and analyzed in detail in the Ar/Cu(100) over CDM model3%® neutralization of desorbing negative ions is
a large range of layer thickness by TR-2PPE as well as by strongly weakened by the presence of a rare gas layer since
one-photon photoemissi##2%4(see also the article by @de electron transfer implies tunneling of the electron through a
et al. in this issue). Analysis of the evolution of these states rare gas layer. This change in ion neutralization leads to an
with the layer thickness has revealed an interesting changeincrease of the negative ion desorption yield.
of their character. For thin layers, these are quantum well The effect of an insulator layer on a metal substrate has
resonances inside the layer, but for thick enough layers, theyalso been observed and analyzed for molecular negative ion
change into interface states located at the metainterface. resonances formed by electron scattering. Transient capture
Indeed, if we consider a very thick Ar layer on a metal as a of an electron by a molecule opens the way toward various
continuous medium, we can expect the image potential processes involving an energy transfer from the incident
outside the metal to be very similar to that in the clean metal electron to the target molecule: vibrational and electronic
case, except for a factok, where € is the bulk Ar excitation of the molecule, dissociation, rearrangement, or
permittivity. Then, image states very similar to the usual ones desorption (see, e.g., reviews in refs 36¥1). When the
on clean surfaces should appear, though with a much weakemolecule is adsorbed on a surface, the characteristics (energy
binding energy converging toward the bottom of the conduc- and width) of the negative ion resonance are modified by
tion band of the layer. These “image states in an insulator” the molecular environment. Electron scattering by molecules
appear if the insulator layer is thick enough to encompass adsorbed on a rare gas layer has been studied experimentally
their breadth; otherwise, reflection at the insulateacuum in detail3"2373 Such resonances in electron scattering are
interface transforms these states into the quantum welllocated usually well above the vacuum level, so that the
resonances discussed above. It is remarkable that these statessonances are degenerated with the rare gas conduction
could be observed by photoemission over a very large rangeband. Although transmission through the layer is possible,
of layer thickness, since these states are buried inside thetheoretical studies using the CDM motélor a 3D
layer, with both the incident photon and the outgoing electron microscopic description of the layét have shown that the
having to travel through the Ar layer. The above interpreta- reflectivity of the rare gasvacuum interface is playing a
tion of the evolution of states from quantum-well resonances dominant role inducing interferences between scattered waves
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changes its quantum state at constant energy; for example,
an electron initially in &, state of then-th image potential
state continuum is scattered into thg state of the same
continuum such thaly = k', so that only the direction of
propagation is changed. This intraband scattering process
leads to the decay of the coherence of the electron, without
population decay (a process also called “pure dephasing”).
In the optical Bloch equation formalis# which is very
often used to analyze the coherence dynamics of a system,
T o these two processes correspond to the population lifetime

Figure 21. Adsorbate-induced scattering of the Cu(100) image state T1 and to the pure dephasing tirg.

electrons. The figure shows the energy of the image states (dashed In the case of a low adsorbate density on the surface and
lines) as a function of the electron momentum parallel to the surface, of a random distribution of the adsorbates on the surface,
k. The shaded area represents the 3D bulk states. The intrabandye can assume that the different scattering centers are

and interband scattering processes, that lead to dephasing and,qonendent and incoherent. It is then easy to relate the
population decay of the image states and that are allowed by energy erturbation induced in the excited-state dynamics by the
conservation, are indicated schematically by horizontal arrows. Gray P y y

arrows indicate the intraband scattering, and black arrows indicate 2@dsorbate to the scattering cross sections of an individual
the interband scattering. adsorbate. The corresponding population decay Fatey

and “pure dephasing” ratésepnare given by refs 153155:

enargy

and leading to a stabilization of thi, (°[1g) molecular r _
resonance in the case of the Molecules adsorbed on an decay ™ KiNoDinter
Ar layer on a metal substrate.
I‘deph: lQInOOimra (86)

6. Adsorbates on Metal Surfaces : :
i ] where oiner and oinra are the scattering cross sections for
“The dynamics of excited electrons at surfaces has beennterhand and intraband scattering, respectivalyis the
discussed above in the case of perfect and clean surfacesygsorpate surface density, akdis the electron traveling
However, one can expect an excited electron localized in omentum in the initial state. Both population decay and
the surface area to be extremely sensitive to any modification«pyre dephasing” contribute to the broadening of the level,

or any defect on the surface. In particular, adsorbates areanq the total broadening rate of the excited state is given by
very efficient in perturbing the dynamics of excited electrons

at surfaces. We can distinguish two kinds of effects induced Ciotar = KiNo(Ginter T Tintra) = KiNoGrotal (87)
by adsorbates: (i) A localized adsorbate or defect on a
surface acts as a scatterer for the excited electrons travelingyhereo is the total scattering cross section, i.e., the sum

on the surface in, e.g., image or surface states, thus perturbingf the interband and intraband scattering cross sections.
their dynamics; (i) an adsorbate can itself support localized |t is worth noting that the above scattering processes
transient excited states. These states are important in thenduced by the adsorbates are one-electron processes. On a
context of reaction mechanisms, since very often, surfaceclean surface, image states are stable in a one-electron
mechanisms involve the transient formation of an excited formalism and they decay via multielectron interactions or
electronic state localized on an adsorbate as an efficient wayelectron-phonon interactions (see e.g. section 2). In the case
of transferring energy between the electronic and the nuclearof a surface covered by adsorbates at random positions, the

degrees of freedom. translational invariance of the surface is broken and one-

. . electron decay processes of the image states are possible.
6.1. Scattering of Delocalized States by As follows from eqs 86 and 87, the excited state lifetime
Adsorbates and the pure dephasing time should vary linearly with the

In the case of an electron in an excited-state delocalizedadsorbate coverage for low adsorbate densities on the surface.
on a surface, such as a surface state or an image potential' he above relations implicitly assume that scattering by the
state, one can picture the electron as traveling not far from different adsorbates is independent and incoherent. This
the surface with a momentuky, parallel to the surface. On  implies that the distance between two adsorbates is larger
a clean, perfect surface, this electron is traveling quasi-freely.than the adsorbate scattering cross section (in 2D, the cross
In the presence of a low density of adsorbates at randomsections have the dimension of a length) and then the inverse
positions on the surface, one can still consider this electron of the electron momentunk,. As follows from our studies,
as quasi-free. However, from time to time, it is scattered by o diverges as X/ as k; goes to zero. This limits the
an adsorbate. Because of the very large mass differenceapplicability of the above relations to finitg values and to
between an electron and an adsorbate, one can assume thew adsorbate coverages of the surface. These two conditions
adsorbate to remain immobile during the scattering so that can be combined into a single conditid¥ure > 1, where
the electron energy is conserved in the scattering processiuep is the electron mean free path on the surface. This is
Two different scattering processes are possible, as depictedhe Joffe-Regel conditior?/® beyond which a new scattering
in Figure 21. In a first process, the electron is transferred regime appears. When the coverage increases and when the
into another electronic band at constant energy, e.g., scattanges of action of the different scatterers on the surface
tering from an image potential state into a substrate bulk start to overlap, the above relations are not valid anymore
state or into another image state continuum. This interbandand another formulation should be sought to describe the
scattering process leads to a decrease of the excited statadsorbate effect on excited states in which scattering by one
population, i.e., to population decay. In a second process,adsorbate occurs under the influence of all the other
the electron remains in the same electronic band while it adsorbates on the surface (see, e.g., the discussion in refs
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154 and 377). One can also stress that the above scattering 4 . . . . .
view of the adsorbate effect only applies to the case of a)
adsorbates at random positions on the surface. The situation
is quite different in the case of an ordered adsorbate layer.

The periodicity of the adsorbate-induced potential along the

surface leads to band-folding effects (see section 5). Under
band-folding, the surface localized states may either remain
bound states in a one-electron picture or decay into the 3D 1
continuum of the bulk states via the exchange of a reciprocal T e e
lattice vector of the adsorbate lattice. ]

The effect of the presence of various adsorbates on image
states has been studied theoretically in various systems using
the scattering formalism outlined in section 2.2.1. The main
ingredients in the calculation are (i) the interaction potential 3
between the electron and the clean surfates,s, which
defines the unperturbed image potential states, and (ii) the
local perturbation introduced by the adsorbatégs The
wave packet propagation study of electron evolution in the
Ve—surr T Vadgs cOmpound potential allows extracting the
scattering cross sections (both intraband and interband) for
an electron initially in a given image state continuum (see
section 2.2.1). The model potential developed in ref 157 is
used to describe th¥.—qs interaction. This potential is a
function of the electron coordinate perpendicular to the
surface only. Free-electron motion parallel to the surface is 0 . ) ,
then assumed. This model potential has been derived from -0.16 -0.12 -0.08 -0.04
first principle calculations to reproduce the main features of Energy (eV)

the electromc band structure at thepoint (projected ba_md Figure 22. (a) Total and partial decay rates (in meV) of the=

gap, energies of the image, and surface states). Different; image state on a Cu(100) surface induced by electron scattering
representations of théspotential have been used depending from Cs adsorbates. The theoretical resfitare presented as
on the type of adsorbed species under study. These involvedunctions of the electron total energy measured with respect to the
pseudopotentials for alkali adsorbafés!s®> or Ar adsor- vacuum level. The abscissa-axis starts at the bottom of thel
bates!®® model potentials for electronegative adsorbates, image state continuum—0.573 eV). The Cs adsorbate coverage

: . e - corresponds to 1 Cs adsorbate per 1000 Cu surface atoms.
or potentials extracted from first pr_lnC|pIes DFT calculations Assignment of the structures is explained in the text. Solid line:
of the adsorbatesubstr?te system in the case of Cu adatoms total decay rate. Dashed line: partial decay rate corresponding to
on a Cu(100) surfac¥? In this last case, joining a model  the interband transition into the= 2 image state continuum. (b)
potential description to &,gs potential extracted from DFT ~ The same as above for tie= 2 image state. The abscissa-axis
calculations has several advantages. It allows us to properlystarts at the bottom of the = 2 image state continuum-0.177
include the image potential and, thus, to get a proper €V): Solid line: total decay rate. Dashed line: partial decay rate
description of the image states, which would not be the Casecorrt(_espondlng to the interband transition into tive 1 image state
with a local exchange-correlation potential in the DFT continuum.

:irc?r? tr%%?:]'gogxwgc?ézerfrgﬁdéti%ﬁ%?ﬁg}:n%g%ﬁggfrgjlr:t.)ra'located slightly below the image state continua thresholds,

calculations on Cu(100) and Cu/Cu(100) systems, retains aIIfggaﬂ;gtfgnag?%tgﬁ;nCéugg ?;i%%?;ﬁ%ei’é:esstgg'%ﬁiglﬁ';?ot:e
the information from this first principle approach. g

i below in section 6.3). The adsorbate-induced resonances can
As an example of the effect of scattering by adsorbates gppear as peaks or as dips in the scattering cross sections,
on image state dynamics, Figure 22 presents the adsorbateas they are associated with the transient capture of the
induced decay rate of the= 1 andn = 2 image states on  gcattered electron by the adsorbate. The decay induced by
a Cu(100) surface with Cs adsorbat€sThe results are s adsorbates on Cu(100) is quite efficient: for energies
shown as a function of the electron energy with respect to cjose tol, then = 2 decay rate induced by Cs adsorbates
the vacuum level (the bottoms of the= 1 andn=2image  amounts to 1.5 meV for a 0.001 ML coverage. This can be
state continua are located at0.573 and—0.177 eV,  compared to the decay rate of the= 2 image state on clean
respectively). The decay rate is expressed in millielectron- cy(100), which is in the 45 meV range862%Thus, for Cs
volts for a Cs coverage of the surface equal to one Cs coverages in the few I8 ML range, the lifetime of the =
adsorbate per 1000 Cu surface atoms. 2 image state is dominated by adsorbate scattering. So, even
As a first remark, the adsorbate-induced decay rate exhibitstrace concentrations of alkali adsorbates are able to signifi-
a few structures as a function of the electron energy. Somecantly affect the dynamics of the image states at surfaces.
of these structures are related to the opening of new decayAnother qualitative feature appears in Figure 22. When they
continua for the image states; for example, the structure are possible, transitions between image states are very
labeled (1) is associated with the opening ofite 2 image efficient. Thus, decay of the = 2 image state is dominated
state continuum as a decay channel for scattering ofan by the interband scattering into the = 1 image state
1 electron. Similarly, the structures labeled (2) and (5) are continuum. This is attributed to a large spatial overlap, that
associated with the thresholds of the= 3 andn = 4 favors transitions between image states rather than from an
continua. Other structures, such as structures (3) and (4),mage state into substrate bulk states.

Decay Rate (meV)
n

Decay Rate (meV)
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25 [ ' ' ' : numerically different from that of an analogous alkali. This
[ ] confirms the role of the dipolar potential as a key ingredient
for the dephasing process. For all the systems that were
studied, the strength of the dephasing process was found to
follow the importance of the dipolar potential; however, there
[ ] is no direct proportionality, and the situation is far from
10 b ] perturbative. Decay induced by a model electronegative
I 1 adsorbate is much less efficient than that by an alkali
5} . adsorbate (except at large traveling energies). This confirms
SRS LUl G i the importance of short-range interactions for the decay
: process: in the electronegative adsorbate case, the repulsive
Coulomb potential prevents the electron from approaching

close to the adsorbate center.
Figure 23. Broadening (in meV/mML) of then = 1 image state :
on a Cu(100) surface induced by Cs adsorbates. The theoretical (c) Ar adsorbates\Gspseudopotential taken from ref 152)

resultd5 are presented as a function of the electron translational WE€ founds to be much weaker scatterers than charged
energy parallel to the surface, so that zero energy corresponds tc@dsorbate$>® Indeed, the long-range part of thgsspotential

Broadening (meV/mML)

UI I 0.1 0.2 IO.S I 0.4
Energy (eV)

the bottom of then = 1 image state continuum-0.573 eV with is only due to polarization of the Ar adsorbate; it is weaker
respect to the vacuum level). Dotted line: population decay rate. and of shorter range than the dipolar potential present in the
Gray line: dephasing rate. Solid line: total broadening. alkali adsorbate case, and thus, it leads to a much weaker

. . . dephasing rate, quickly decreasing with As for the
In the case of scattering of Cu(100) image states by alkali 5 jation decay rate, it is typically 2 orders of magnitude
adsorbates, the interband scattering process appears to b&nalier than that for alkalis.

significantly weaker than intraband scattering; that is,

adsorbate-induced decay is weaker than adsorbate-induced (d) Cu adatoms on Cu(100) are associated with a dipole

pure dephasing. This is illustrated in Figure 23, which shows Smaller than that of alkalis. The Cu adatom-induced processes

the decay rate, the pure dephasing rate, and the total'® 9uite efficient though significantly smaller than those
broadening rate, (sum of the first two) for théz 1 image for alkalis, in particular the dephasing process. The relative
state of the Cu(100) surface covered with Cs adsorB3ates. Importance of decay .and dephasing is found.to vary with
The rates are expressed in millielectronvolts per milli- (€ image state principal quantum number, with the decay
monolayer (meV/mML). Results are presented as a function dommat!ng forn > 1. ) )
of the electron energy with respectfb E - Er = K|2/2_ E)_(perlmentally, the influence of Surface d.e'feCtS, n
The pure-dephasing rate appears to be an order of magnitud®articular of adsorbates, on the dynamics of image and
larger than the decay rate. In this system, this is attributed Surface states has been recognized very early. REvaH
to the presence of a strong dipolar part in the scattering Was the first to propose scattering by adsorbates and defects
potential, Vags Alkalis adsorb as positive ions on metal @s a major broadening cause in photoemission experiments.
surfaces at low coverages, and the adsorbate charge isince then, the development of TR-2PPE techniques in the
screened by its image charge in the metal, leading to a largefemtosecond range allowed the direct study in the time
local electric dipole (for Cs/Cu(100) it amounts to 7 au). domain of the excited state dynamics and, in particular, of
The long-range dipolar part df.gs efficiently scatters the the excited state lifetime and coherence de(_:ay time. Ana_ly5|s
electron for distant collisions, leading to large intraband cross Of the adsorbate effect revealed, in certain cases, a linear
sections. The angular momentum resolved intraband scat-variation with the adsorbate density, consistent with the
tering probabilities (see section 2.2.1) slowly decrease whenindependent scattering framework outlined above. For ex-
m, the angular momentum of the scattered electron, is @mple, line widths of surface and image states in photo-
increased. In contrast, interband scattering, i.e., adsorbate£mission experiments have been found to vary linearly with
induced decay processes, requires more short-range collithe adsorbate coverag®*in the low adsorbate coverage
sions; their convergence with increasingis much faster, ~ range. In the case of Na adsorbates on Cu(111) surfaces,
leading to a decay rate significantly smaller than the pure the experimental broadening induced by the adsor#étes
dephasing rate in this system. The general trend of decreasingvas found to be quite large, around 12 meV/mML at the
scattering cross sections with increasingan be understood ~ Pottom of then = 1 image state continuum. The magnitude
from the centrifugal barrier growtim?/2p?, which does not  Of this effect is quite consistent with the one found in the
allow an electron to approach close enough to the scatterertheoretical studies presented above which showed scattering

Theoretical study of the effect of different adsorbates on by alkalis to be very efficient in perturbing the image state
the dynamics of image states on Cu(100) surfaces alloweddynamics;>* in the Na/Cu(111), the theoretical prediction
for the characterization of the relative importance of the for the total broadening was found to be 5 meV/mML at the
various processes and their link with the scatterer properties.bottom of then = 1 continuum, quickly rising to 17 meV/

(a) As illustrated above, alkalis are very efficient scatterers, MML for electron traveling energies in the few 100 meV
leading to significant contributions in the image state decay, fange.
even for very low adsorbate densities, in the LML More recently, detailed TR-2PPE studies were devoted to
ranget>® 155 Local dipoles induced by alkali adsorbates lead the dynamics of image potential states on Cu(100) in the
to a very efficient pure dephasing process, an order of presence of Cu adatoms or of CO adsorbate¥>3% In
magnitude stronger than the decay process. the range of low adsorbate coverages, these experiments

(b) Tests for a model electronegative adsorbate were showed a linear variation of the image state lifetime and
performed with a/,gstaken as a repulsive Coulomb potential coherence decay time, with a slope typically in the-0l1
associated with its electric image in the mégaiThe induced meV/mML range. Scattering by CO or by Cu adatoms was
dephasing rate was found to be of the same order, thoughfound to affect the electron dynamics in qualitatively different
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| N | I P low adsorbate coverage, this energy changg, is equal
L% tol54
25— PR
220~ g 0. - AE = ,/27k n,Ref (0)e ™) (88)
= '6
.. o - . . . :
215 Irﬂ/ wheref(0) is the scattering amplitude at zero angle apis
S10- e o the adsorbate concentration. In the case of alkali/Cu(111),
=l 69' PUTC L AE reaches the few meV per mML range. For higher
5¢ g v — coverage, an approach has been developed to represent the
YV‘V ‘ | | | adsorbate coverage dependence of the image state énergy.
0% 0.01 0.02 0.03 0.04 Basicglly, it consists of singling out one adsorbat_e and
Coverage (ML) grouping together all the other distant ones. Averaging the
Figure 24. Population decay rate of te=1,n =2, andn =3 potential created by the distant adsorbates allows for the

image states on Cu(100) induced by Cu adatoms. The decay rateperturbation of thé/,¢s potential discussed above by all the
(in meV) is presented as a function of the adatom coverage of the gistant adsorbates. This produces a new compound potential
surface (in monolayers). Theoretical results from ref 149 (lines) Ve_surt + Vagsthat depends on the adsorbate coverage of the

are compared to the experimental results from Refs 387 and 388 L - .
(symbols?). Eull line and gpen squares= 1 image state. Dashed Surface. Application of this approach to the computation of

line and open diamondsn = 2 image state. Dashedlotted line the image state energy in the Na/Cu(111) systénepro-
and open trianglesn = 3 image state. duces very well the coverage dependence observed by

Fischeret al 3!’ It could also provide a basis for the extension

ways: CO adsorbates lead to larger changes in the dephasin : :
rate than in the decay rate, whereas Cu adatoms lead to th%gg;?bz(iguceg\'/l%a%]%proaCh of decay and dephasing to large

opposite relative importance. Experime_ntal data on the ef_fect Defects other than adsorbates at surfaces can also scatter
of Cu adatoms can be compared with recent theoretical , ¢, - state or image state electron and thus alter their
results obt{;uned in a joined DFT—WPP_study of scattering dynamics. The presence of steps, for example, has been
?r: eC ug?ﬁ;{?gﬁgdeei?efa?g gfutﬁgitol” i-'g“;e sﬁ dpr:eiegts shown to influence the image state dynamics. Various
ima pe pst ates on Cuy100 as a fanc’tion_of 'the Cu_a datorm PrOCcesses can occur when an image state electron approaches
ge stak (100) , . : a step: it can be scattered into another electronic band, it
coveragée?® The theoretical value is obtained by adding the can be reflected by the step, or it can cross the step. These

computed contribution due to scattering by adatoms 10 the ;s rocesses lead to coherence and population decay
population decay rate on clean surfaces as determined fromof the image state, in a way similar to scattering by

: 5 .
E?pﬁgrginsztjj: gntﬁggglgﬂé &ggiimgﬁr%gﬁ?alb deatzefigrr:n adsorbates. Experiments have been performed with vicinal
re?s 387 and 388. Two qualitative fepatures seen in Figure surfaces; in this case, scattering oceurs due to the irregulari-
24 can be highlig.hted First, the population decay rate is tes in _the stepterrace sequence which breaks the t_ran_s_la-
much perturbed by Cu édatorﬁs and the image state dynamic“onal invariance of _the surface, wheregs the perlod|C|ty
; : $ntroduced by the vicinal surface results in a folding of the
appears to be dominated by adsorbate scattering for cover~Image state band€2-3% The effect of the steps shows up

zg:t?elrr;nthetz) r?ﬂg%gfa?j;?;vmls@igﬂhbf:?gﬁétghnﬁcﬁﬁi?ﬂg; of 352 momentum dependence of the state lifetime for electrons
g by traveling perpendicular to the step, associated with an

n, the principal quantum number of the image states. ThiS ;o ety of the lifetime between electrons propagating up-
may seem surprising, since one would expect these Rydberg'stairs or down-stair&33%

like states to exhibit simple scaling laws as a functiom.of Scattering of surface electrons by adsorbates is influencing
Typically a perturbation I_oscated close to the surface would -\ shenomena at surfaces and not only the dynamics of
induce rates varying like™, reflecting the variation of the ., 50 "3n surface state electrons. The next section discusses
spatial spread of the image state wave function in the vacuumy, - ~“.oca of scattering by defects and nanostructures at

5’%02 thit:t'le;t?]';alyﬁ'sngz thgrfilé/t Cg.%o?é fggﬁ“cg risggﬁ surfaces as probed by STM. Scattering by adsorbates is also
Y Wt' e t‘g " pt Gid ! Ip Ing Y\t/h ihe iNvoked in a few other fields as surface resistifity*and
€ retneved when looking at indivicual processes, wi € its link to surface infrared reflectivit§®”-2% or surface

situation being dlﬁerent_ in the case _shown in F|gure_24 where electromigratiorf99:40

several channels contribute to the induced population decay.

Indeed, atl’, ann = 1 image state electron can only be ; ;

scattered into bulk states whereasan 2 electron can also ?uzhn%ﬁﬁtte&?gm%f efects Probed by Scanning

be scattered into the = 1 continuum. Transitions between g Py

image states have been shown both experimentally and The above-discussed experiments looked at the effect of

theoretically to be very efficient when they are possi- scatterers on delocalized states at surfaces, by studying their

ble 153:297.389391 and this accounts for the increased decay rate global properties (energy, lifetime, coherence time) corre-

when going fromn = 1 ton = 2. sponding to an integration of the scatterer effect over the
The presence of adsorbates on a surface is not onlyentire surface. These scattering effects can be looked at more

perturbing the time evolution of image and surface states, it directly and locally in an STM experiment that images the

is also changing their energy. Keeping the above scatteringelectronic density of states close to the Fermi energy. If a

view, forward scattering at a vanishing angle does not scatterer (a step or an adsorbed impurity) is present on the

correspond to inter- or intraband scattering, but it is associ- surface, it generates standing waves that can be observed as

ated with a phase shift of the electronic wave traveling on a spatial modulation in the local density of states. These have

the surface, thus leading to a change of the traveling energybeen imaged experimentally, for both surface $t&t¥and

of the electrort> In the limit of small energy change and image state electroffs'®® scattered by steps or impurities.
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Detailed analysis of these standing waves and of the decay 0.006
of the corresponding modulation when moving away from
the scatterer allows the extraction of several parameters of
the continuum states: the energy dispersion relation of the
2D continuum, the reflectivity, the scattering phase shift, and
the coherence length. Scattering by individual adsorbates is
also involved in the treatment of the long-range interaction
between them?”411 |t has been shown that a significant part
of this interaction is mediated by surface state electrons and
that the long-range interaction oscillates with a period given
by the Fermi momentum and a phase equal to the scattering
phase shift of the adsorbate.

The same scattering processes also play a very important 0.000 E==== . - . .
role in artificially designed nanostructures at surfaces. -5.4 5.3 5.2 -5.1 -5.0
Electrons confined in quantum corrals or between steps Energy (eV)
éxperience scattering at the edges of the structure Wh'ChFigure 25. LDOS as a function of the electron energy for the Cs/
confines thent'*~4** For example, a resonator can be formed cy(111) (full line) and clean Cu(111) (dashed line) Systems. The
by manipulating adsorbed atoms one by one to form a closedprobe point is located# above the Cs adsorbate, in the on-top
line of atoms encircling a given region of the surface. The position. The energy is in eV and refers to the vacuum level. The
electrons in the 2D surface state continuum are reflected byresolution of the LDOS has been limited by a Gaussian filter with
the line of adsorbates, leading to interferences and to ad width of 12 meV. Note the multiplicative factor on the clean
“particle-in-a-box” quantization. It is noteworthy that scat- Cu(111) curve.
tering at the edge of the structure leads to the same kind of
processes as those discussed in the previous subsectio
reflection on the structure edge, transmission through the
structure edge, or scattering into the 3D bulk states. The last
two processes appear as losses leading to the broadening &

the states quantized in the structures. The corresponding finit dsorbl;':\tetwilll ind:cj_ce aalg::_ali%ationdof the EIDtcorlt;]nl:l:rrp
width has been discussed theoretically using different £ar¢mMoaet al confirmed nis 1d€a, demonstrating that the
modelsii4-419 potential of an ion screened by a 2D electron gas still

o ) . ... supports bound states despite not being attractive in some
Similar effects can also be found in the case of finite size regions of spac&342¢ However, the surface problem is a

adsorbate islands on a surface. The image state and surfacgp proplem embedded in 3D. The bound state resulting from
state electrons can be confined on the island, and theyhe aqsorbate-induced localization is not stationary, but it is
scattering at the edge of the island leads both to quantizationy quasi-stationary state, or resonance, as it can decay into
an_d to decay of the quantized states. Photoemission stud_|e§he 3D continuum of bulk states.

of incomplete adsorbate layers on surfaces show the coexist- e |ocalization phenomenon is illustrated in Figure 25,
ence of two kinds of image statess: on the adsorbate islands,hich presents the theoretical prediction for the local density
and on open substrate patcfie3® A detailed STM study ¢ gtates (LDOS) calculated aggabove a Cs adsorbate on

of surface state confinement on Ag islands on Ag(111) 5 cy(111) surfac& The LDOS has been computed using
revealed all the variety of different confined states that could 5 \yave packet propagation approach (see section 2.2.1). The
be formec’® The widths of these quantized states have also roq it for the Cs/Cu(111) system is compared to the LDOS

been addressed. Recently, the problem of confinement oft, 5 clean Cu(111) surface. On the clean surface, the LDOS
image states on Ar islands on Cu(100) has been investigatedis rather flat and exhibits a sharp step at the energy of the

by a WPP approach (see section 2.2.1) allowing the quantita-pq1om of the surface state continuum, as expected for a 2D

tive treatment of electron scattering at the island edge. It coniinyum. The step should be infinitely sharp, and it appears
showed that electron transmission through the island edge,q nded in Figure 25 due to the finite propagation time

has a very high probability, leading to an efficient decay of (gnergy resolution estimated of the order of 12 meV). When

——— Cs/Cu(111)

———— Cu(111) (x100
0.004 - u(111) (x100) |

0.002

LDOS (arb. units)

y Simon?%? who showed that an attractive potential with
Certain properties always has a bound state in 2D and 1D.
One could then expect that a 2D continuum perturbed by an
ttractive adsorbate will lead to a bound state, i.e., that the

the confined states even for rather large island sies. the Cs adsorbate is present, the localization of the 2D surface
state continuum induced by the adsorbate results in a narrow

6.3. Localization of 2D Continua by Defects at peak appearing slightly below the surface state continuum

Surfaces bottom. The finite width of the peak reflects the quasi-

stationary nature of the adsorbate-induced state which can

As discussed above in connection with Figure 22, the study decay into the 3D states of bulk Cu. Similarly to the case of
of image state electron scattering by an alkali adsorbatethe clean Cu(111) LDOS, an additional broadening is due
reveals the existence of resonances, i.e., of transient stateto the finite propagation time in the calculation. In the present
localized on the adsorbate site with an energy slightly below Cs/Cu(111) case, the adsorbate possesses localized resonance
the thresholds of the image state contidtfeSimilar states states deriving from the atomic orbitals of the Cs atom. These
appearing below the bottom of the image state or surfaceresonances are located more than 2 eV above the bottom of
state continuum have also been found in the case of atomghe surface state continuum (see the next section), and the
interacting with certain surfaces, e.g. Cu(183£f°Similarly, localization brings a new state split off the bottom of the
for atoms interacting with a thin metal filf3l the presence 2D continuum. This follows from the properties of the 2D
of the projectile leads to states splitting off the bottom of density of states as argued via Simon’s theorem; however,
the 2D continua of the thin film. The origin of these extra it can also be simply demonstrated with the model Anderson
states has been discusk&dn connection with a theorem  Newns Hamiltonian applied to a 2D continuum problem (see
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the next section and ref 83) that an extra state appears below Generally, on a metal surface, the most efficient decay
the 2D surface state band bottom. process of an excited electronic state localized on an

The WPP approach can also be used to compute the waveddsorbate is a one-electron energy-conserving electron
functions of such extra states appearing from 2D localization transfer process in which the discrete excited electron is
(see section 2.2.1). For the coordinate perpendicular to theresonantly transferred into the continuum of metal states
surface, the wave function of such a resonant state is very(resonant charge transfer (RCT) process). Other processes
similar to the wave function of the “mother” 2D continuum. ~ in which the energy of the excited state is partly transferred
Parallel to the surface, the resonant state has a finite extensiofio @ multielectron excitation in the metal are also possible.
corresponding to its binding energy with respect to the 2D However, when itis possible, the one-electron RCT process
continuum. This wave function is very different from that is in general more efficient than multielectron processes. In
of the “usual” adsorbate localized states which correspond many cases, an easy way to picture the quasi-stationary

to the various atomic orbitals of the adsorbate atom perturbedeXxcited states located on the adsorbate is to consider an atom
by their interaction with the surface. colliding on the surface. When an atom approaches a metal

The localization of the image state continuum has been surface down to chemisorption distances, its electronic levels

predicted to occur for alkali adsorbafééas well as for Ar ~ couple with the metal continuum of states, so that the
adsorbate In the latter case, no bound state exists in the resonant charge-transfer process presents the characteristics

free adsorbate system; nevertheless, the weak attractivity ofotf ‘? d|§[ﬁretebstate—cont|nu.urrt1 :_r ansmont. tStatlonary atomic
the Vags potential is able to induce a localization of the image ls a ‘T.S dus tﬁcorge qll)Jatsrs ationary states, or resonances,
state continuum, though with an extremely small binding '0¢&!1Z€C On the adsorbate.

P At ; Early studies of the adsorbate-induced resonances trace
energy. A similar localization effect has been predicted for . -
the surface state continuut¥.Scanning tunneling micros- back to the model AnderserGrimley—Newns (A-G-N)

; : : Hamiltonian, which was first introduced by Anderson to treat
copy experiments in the spectroscopic mode (STS) have . L . S .
recently revealed these extra states resulting from the surfacd® dilute impurity problem in bulk metafS’ Later it was

state localization by Cu adatoms on a Cu(111) surfacgs ~ adapted by Grimley and Newns to study the chemisorption
A detailed joined theoryexperiment analysi& of the of adatoms on a metal surfat®*3°Here, we limit ourselves

various peaks in the local density of states allowed us to [© the simplest example; a detailed discussion of the A-G-N

recognize all the peaks corresponding to atomic orbitals andfamiltonian can b(ej found in ref 440. t';? alsi][nﬁle oge-electron
to assign the peak appearing just below the Cu(111) surface?!Cture, one considers an atomic orbital of the adsor|zite

state continuum and localized around the Cu adatoms to thec@'résponding to the energy leviel coupled to the con-

localization phenomenon. Peaks localized around adsorbate&nuum of metal statefkL] Assuming the orthonormality of
and located just below the surface state continuum have beerfn€{aLlk[} basis, the Hamiltonian of the system takes the
observed in several other systems: Cu and Co adsorbate orm

on Au(111)*% Ag on Ag(111)*° and S adsorbates on

Ag(111)*" No detailed assignment could be performed as H = [alE,[& + Z|k[|£k[k| + Z{ [alVy K| + ¢} (89)

for Cu/Cu(111), but the similarity between these systems and

the Cu/Cu(11l) system strongly suggests that, in these

systems too, the surface state localization is the origin of WhereEx is the energy of thé continuum state antly =
the surface state band edge peaks. [@/H|kCare the coupling matrix elements’stands for the

Hermitian conjugate. The density of states projected on the
atomic statgallcan be straightforwardly obtained from the
diagonal element of the Green function:

Finally, one can also mention other instances where
the localization of a 2D continuum could be invoked:
stepd®6428432 gnd atomic line®¥® have been found to be
associated with states localized on the defect and located 1
just below the bottom of a 2D continuum. In these cases, n(w) = — =IMG_(w) (90)
the perturbing potential is 1-dimensional and it leads to 1D 4

states localized perpendicular to the defect and delocalized 1 1
parallel to it. = ;lm@a‘w iy —_H‘aﬂ (91)
6.4. Transient States Localized on Adsorbates at Introducing a broadening
Surfaces
. . . [(w) =27 Vyl?(w — E) (92)
Excited electronic states localized on adsorbates have

attracted a lot of interest. Indeed, these states are often
invoked as intermediates in surface reaction mechanisms:gnd a shift function
the formation of an excited state favors an energy transfer

from the excited electron to the heavy particle motion and IV, |2
thus opens the way toward rearrangement processes. In this Alw) = & ak (93)
context, the lifetime of the transient state is a key parameter Z(u —E,

and often a very short lifetime is a bottleneck in the reaction
schemé3* Another key parameter for the dynamics of an
intermediate state is its dephasing time, which controls the
evolution of the coherence of the excited state, once it has
been created. This parameter governs the possibility of 1
coherent contrdf® of the reaction path; such a possibility G;a(w) = .

has been recently demonstrated on a surface pré¥ess. o — B, = Alw) + iT(w)/2

where &° stands for the Cauchy principal part, the Green
function takes the form

(94)
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In the weak coupling limit (smaN/x), the density of states  various approaches listed below are exact for the given model

ny(w) presents a Lorentzian profile centered at potential. They differ in the method chosen to locate the
guasi-stationary states: the complex scaling mettibthe
E=E,+ A(E) (95) scattering approach for the coupled angular mode method

(CAM), %4 stabilization?*5446close couplind*"448or wave

with the width T = 27%|Va|?(E — E). E and T are packet propagatiof?*4° The latter approach has been

associated, respectively, with the position and the width of Presented in more detail in section 2.2.1. These methods
the quasi-stationary adsorbate-localized state. allow parameter-free determinations of the charge-transfer

At this point, it is interesting to go back to the 2D charac_teristics. _In_the case of f_ree-electron metal s_urfaces,
localization problem (see also ref 83). Let us assume thatthey yield predictions in quantitative agreement with ex-
|kOare the states of a 2D surface state continuum and thatperimental results on collisional atersurface charge trans-
the atomic orbital energ¥, is located at positive energy fer. 450451
with respect to the bottom of the surface state continuum. On free-electron metals, the charge transfer rate is found
The energies of the quasi-stationary states are given by theto vary roughly exponentially with the atonsurface distance
E solutions of eq 95. Summing over the degeneracies andand to reach the 1 eV range for typical adsorption distances.
switching from summation ovek to integration over the  For alkali adsorbates, for example, this leads to lifetimes
continuum energyg, in eq 93, we obtain the shift function shorter than 1 fs for the adsorbate localized states. The

A(E) as model-potential methods agree wib initio density func-
tional studies performed specifically on the adsorbate/surface
o |Va€|2 systenti41:442452454 The very fast charge-transfer process in
AE) =2\ |, E_< d (96) fact precludes any role of such excited states as intermediates

in a reaction scheme. In this context, the experimental
observation by TR-2PPE of a very long-lived excited state
in the alkali/Cu(111) system was very attractive*>° In
the Cs/Cu(111) system, the lifetime reaches a few tens of
femtoseconds. At low alkali coverage, alkalis adsorb on a
metal surface as positive ioff2:*6046The long-lived excited-

: ; ; state localized on the alkali then corresponds to the transfer
negative and monotonic, and it behavesAdB for large

. . of an electron from the metal substrate on the adsorbate.

negativeE. As a consequence, eq 95 always has a solution ) , i
for negative energies; that is, there always exists a bound The experimentally observed drastic reduction of the
state for such a problem, evenH, is positive. For small ~ charge-transfer rate on Cu(111) was reproduced by wave
discrete state-continuum interactions, the binding energy Packet propagation studies and explained as due to the
becomes exponentially small. Thus, the 2D localization peculiarities of the electronic band structure of t_he Cu(111)
phenomenon is always present if there is an adsorbate-Surface?*#:4%2The Cu(111) surface exhibits a projected band
localized state transforming into a resonance located at9ap (L-gap) in thélllHirection normal to the surface, and
positive energies with respect to the 2D continuum bottom. the. alkali adsorbate-induced resonance I|es_ inside this
However, this requirement is more restrictive than the Projected band gap. In fact, for most of the studied systems,
conditions imposed by Simon’s theorem, where the existence@lkali-adsorbate localized resonances have an energy typi-
of a localized leveE, is not required (see above). cally 2 eV below the vacuum level. The effect of the L-gap

While the A-G-N Hamiltonian provides the basic under- ©N _the Cs-localized excited state is .|Ilustrateq in Figure 26,
standing of the adsorbate-induced resonances at surfacedvhich presents the electron density associated with the
quantitative calculations of the resonance energies and widthg€Sonant wave function in the case of a free-electron metal
are beyond the scope of this approach. The first nonpertur-and in the case of a Cu(111) metal surface. The interpolated
bative studies of the quasi-stationary states localized onimage of the logarithm of the electron density is shown in
adsorbed species were performed in the case of a freeLylindrical coordinates (the-axis is normal to the surface
electron metal surface by Lang and Williams with the density and goes through the adsorbate center). In the free-electron

functional approact! For later studies based on the DFT Case, one re_cognizes the Cs atomic orbital perturbed by the
approach, we refer the reader to a recent review pdper. interaction with the surface and centered around the adsorbate

However, the most active developments in the study of at the origin of the coordinates. The resonant electron transfer
atomic resonances at surfaces came from the field of @Ppears as a large electronic flux along the normal to the
collisional charge transfer between atomic projectiles and Surface. The RCT process corresponds to electron tunneling
surfaces. Here, the knowledge of the energies and widths offfom the adsorbate to the substrate. Itis much favored along
the quasi-stationary states localized on the projectile is the surface normal, which is the “easiest” direction due to
required to compute charge fractions in the scattered/ the lowest potential barrier separating the atomic potential
sputtered beams. Several theoretical methods have beepell and the metal.
developed and applied for atersurface distances ranging The situation is quite different for Cu(111). In Figure 27
from chemisorption to large separations. All these methods we schematically show the different states of the 3D bulk
address the same basic problem: they search for the quasier 2D surface continua which are energetically available for
stationary states (resonances) for a given model of the one-RCT from the adsorbate localized state. The adsorbate-
electron interaction potential between the excited electron induced resonance lies within the projected band gap. There
and the adsorbate (projectiley substrate system. These is no bulk state propagating along the normal to the surface
resonances correspond to the transient adsorbate states, arad this energy, and thus, resonant electron transfer from the
their width is equal to the RCT rate, i.e., to the inverse of Cs orbital is impossible along the normal to the surface.
the adsorbate state lifetime against electron transfer. TheHence, electron transfer has to involve states with a figite

The surface state is a two-dimension continuum, and so, the
threshold law for the interaction is such the(.|> goes to a
constant where goes to 0. As a consequence, the shift
function (eq 96) has a logarithmic divergence Egoing
to zero. For negative energies, the shift functidfg) is
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Cs/Cu(111),Z =3.5 a,

coordinate perpendicular to the surface (ao)

coordinate parallel to the surface (ao)
Figure 26. Interpolated image of the quasi-stationary Cs-localized state in the case of the Cs atom located (ledt) (@d8dsption

coordinate perpendicular to the surface (ao)
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distance) from the image plane of a Cu(111) surface and (right)agtfddm the image plane of a free-electron metal surface. The position

of the image plane of the metal surface is indicated by the horizontal black line. The logarithm of the electronic density (square modulus
of the wave function) is presented in cylindrical coordinates parallel and perpendicular to the stitfaeeoordinate perpendicular to the

surface, is positive in a vacuum. The Cs atom center is located at the origin of coordinates. The electron density decreases when going from

red to violet. White corresponds to very small electron densities.
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the band gap stabilization effect (see the discussion in
ref 462).

In such a case where the one-electron-transfer process is
guasi-blocked, the multielectron inelastic processes can also
play a role in the decay of the population of the adsorbate-
induced resonance. Both contributions have been computed
using a parameter-free approach. The RCT part was com-
puted using the WPP approach outlined in section 2.2.1, also
allowing us to compute the wave function of the transient
state. This wave function was then used in the many-body
approach outlined in section 2.1 to get the multielectronic
inelastic charge-transfer rate. This yields lifetimes of the
excited states that are in good agreement with experiment;

Figure 27. Energy of the electronic states in the model Cu(111), in particular, they reproduce the differences between Cu(111)
Cu(100), and free electron metal surfaces, as a function of the and Cu(100) substrates as well as the differences between

electron Tr?lomgegt”{" parallel to the SUffahe,VaCUUSWbiS aﬁ 2810 hedhe various alkali adsorbates on a Cu(111) surfat&Table
energy. The electronic states are represented by the hatc e(% - .
area. The surface and first image states (dashed lines) are labele presents a summary of the theoretical results and their

SS and IS, and the surface resonance on Cu(100) is labeled SREOMparison with existing experimental data. It is noteworthy
(Ess= —5.33 andE;s = —0.82 eV for Cu(111) anéEsg = —3.62 that, in agreement with experimental data, the lifetime of

and Es = —0.57 eV for Cu(100)). The thick horizontal line  the alkali adsorbate-localized state increases along the Na,
indicates the Cu states degenerate with the adsorbate-localizedk Rp Cs sequence for the alkali/Cu(111) system. This is
resonance state. The thin horizontal line indicates the Fermi energy'at’tribljted to the difference between the various alkali atom
polarizabilities, since the polarization of the resonance wave
function away from the surface plays a crucial role in the
L e 2 e L band gap stabilization effect. Observe also that the RCT rate
band structure. This situation is reflected in Figure 26, is mughﬁarger for the Cs/Cu(100) system than for the Cs/

where the electronic flux into the metal appears at a Cu(111) surface. Both surfaces possess a projected band gap
finite angle away from the surface normal. So, on Cu(111), in the direction of the surface normal (L-gap for Cu(111)

the metal states that can be expected to participate the .
most actively in the RCT process are missing (see Figure &1d X-gap for Cu(100)). However, in the Cs/Cu(100) system,

27). As a consequence, the one-electron RCT decay ratethe.adsorbate localized state I.ies closer to the bottom of the
of the adsorbate-localized resonance is reduced by neariyProiected band gap (see Figure 27). Then, smaker

2 orders of magnitude as compared to the free-electronCOntinuum states are involved in the RCT, and the band gap
case. One can also notice a strong distortion of the CsStabilization effect is reduced.

electronic cloud due to the interaction with the surface. The very long lifetime of the Cs-localized excited state in
The polarization of the Cs-localized state repels the the Cs/Cu(111) system makes it a good intermediate for
electronic cloud away from the surface and further enhancessurface reactions. Indeed, it has been shown to mediate

and, thus, occurs along the closest possible direction to
the surface normal that is compatible with the Cu(111)
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Table 7. Decay Rates for the Alkali/Cu(111) and Alkali/Cu(100) Systenis

Na/Cu(111) K/Cu(111) Rb/Cu(111) Cs/Cu(111) Cs/Cu(100)
Theoretical Results (refs 84 and 143)
Eo (eV) —-2.17 -2.21 —-2.17 —1.98 —1.46
Trer (MeV) 70 16 10 7 112
[e-e (MeV) 22 18 17 15 20
7 (fs) 7 19 24 30 5
Experimental Results

7 (fs) 1.6 (300 K) [459] 25 (33 K) [459] 1% 6 (300 K) [455, 456] 6+ 4 (300 K) [456]

50 (33 K) [457, 459]

a2 The decay rates presented here have to be compared with a typical 900 meV value for a free-electron-like substrate (0.7 fEdifetinge).
energy with respect to the vacuum leviker is the one-electron decay ralé, . is the inelastic electronelectron decay, and= 1/(I'rct + Ie-e)
is the level lifetime.

0.00 In the second work?® the quantal motion of the desorbing

particle was treated together with the explicit effect of the
two laser pulses. These two approaches reproduced extremely
satisfyingly the experimental observations from ref 458 (see
Figure 28), thus fully confirming the scheme of the Cs*
evolution.

The existence of the Cs* desorption motion brings in an
interesting point, connected to the interpretation and analysis
of TR-2PPE experiments. The usual analysis of TR-2PPE
experiment&i1.455-458.465.466 jnyolves the fit of the experi-
mental data to a model based on Bloch optical equafitins.
The transient excited state is then characterized by two
. . . : times: the population decay tim#&, and the pure dephasing
50 100 150 200 250 time, T, (see section 6.1). In the usual Bloch optical

Time delay (fs) equations approach, these two quantities do not change
Figure 28. Energy shift of the position of the maximum of the during the evolution probed by the TR-2PPE experiments,
energy spectrum of photoemitted electrons in a TR-2PPE experi- and this kind of modeling is well adapted to excited states
ment on the Cs/Cu(111) system. The energy shift (in eV) is \yhose characteristics do not evolve with time, such as, e.g.,

presented as a function of the time delay (in fs) between the two . M
laser pulses. Theoretical results from ref 144 (dashed line) and ref/Mmage states. However, such an approach cannot, a priori,

146 (full lines with black dots) are compared to the experimental P€ applied to situations where the electronic excitation
results from ref 458 (open squares and diamonds). triggers a reaction on the surface, such as, e.g., desofption,
self-trapping? or solvation?¢” Indeed, in that case, the excited
state characteristics are expected to change along the reaction
path. This problem clearly appears in the experimental results
on the Cs/Cu(111) system as time-dependent photoemission
signals that do not correspond to a Bloch optical equation
modeling or as a lifetime of the excited state that depends

n the experimental laser characteristf®s his problem has

een studied theoretically in the case of the Cs/Cu(111)

-0.10

-0.20

Energy shift (eV)

-0.30

-0.40
0

photodesorption of the alkali adsorbate This desorption
process corresponds to the well-known MerZebmer-
Redhead mechanistf*¢‘the Cs adsorbate is initially at its
equilibrium position as a positive ion; the incident photon
transfers an electron from the substrate to the alkali, forming
the resonant state; the interaction between this state and th

surface is repulsive, and the alkali starts to move away from _ .
system using a wave packet propagation appré#ch.

the surface. After a certain time, the excited state decays by - b .
electron transfer into the metal and if the energy that has "€vealed a few effects: (i) a fast decay of the apparent signal

already been transferred to the heavy particle motion is large!S due to the variation of the excited state energy that brings
enough, desorption occurs. The desorption motion induced!t Ut Of the experimental detection window, and (i) a pure
by photoabsorption has been clearly evidenced by TR-2PPE:déphasing process appears as a direct consequence of the
458 3s the time delay between the two photons is increased,Sh'ft of the excited state energy. It also showed that the

the energy of the intermediate state is changing, revealingParameter-iree model of the Cs/Cu(111) system is able to
the Cs desorption motion. Figure 28 shows the shift of the duantitatively reproduce the time dependence of the TR-2PPE
maximum of the photoemission spectrum as a function of signals and their variations with the laser characterigtics.
the delay between the two photofi& The long lifetime of The effect of neighbors on the long-lived transient state
the Cs* state allows for the monitoring of its evolution over energy and lifetime has also been investigated in the alkali/
more than 150 fs, during which the Cs* energy changes by Cu(111) system&1%7” The basic idea was to sum the
around 0.3 eV. In the Cs/Cu(111) system, the efficiency of potentials created around a given adsorbate by all the other
the photodesorption process is limited by the large mass ofadsorbates and average over a random distribution of
the desorbing particle. The photoinduced desorption motion adsorbates, in the same way as what has been discussed
has been studied theoretically using the same modeling asabove for image states. In the alkali/Cu(111) system,
the one used to compute the Cs* excited-state lifetime. Two summing up the long range dipolar potential is enough and
different studies have been performed. In the first Hfie, allows us to get the effective potential created around one
assuming a classical motion of the desorbing Cs, the electrongiven adsorbate by all the others. This potential can be
evolution was followed with the WPP approach. This showed introduced in the WPP treatment, similarly to the case of a
that the Cs* is evolving adiabatically as the atom desorbs. single adsorbate. These studié$’’revealed that the long-
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Figure 29. The so-called core-hole spectroscopy is based on the measurement of the intensity ratio of the two possible routes for the
autoionization of a core-excited adsorbate in a metal surface. (a) The process is initiated by the excitation of a core electron into an unoccupied
bound resonance. Then core-hole decay can occur either (b) once that electron has been transferred to the substrate (“normal Auger”) or
(c) with the excited electron still localized in the resonance (“Auger resonant Raman”). Both channels can be distinguished, since their
signals appear at different energies and show different behavior as a function of the initial photon energy (see the text).

lived state energy roughly varies such as®)%? as a inside an Ar layer on a metal surface. It is formed via X-ray
function of the adsorbate-induced work function charge, absorption, with an inner 2p electron being excited to the 4s
in agreement with experimeft’4>>A rather weak depen-  orbital. This excited state can decay by Auger relaxation of
dence of the quasi-stationary state lifetime on the adsorbatethe 2p core hole, with the 4s electron as a spectator; this is
coverage has been computed, consistent with experimentathe decay route of the free Ar*(gp '4s) state/**">and it
observationd®® In this context, the effect of nonhomogeneous is associated wita 6 fslifetime. When adsorbed on a metal,
broadening (distribution of alkali adsorbate heights and another decay route appears: the 4s electron transfer into
disorder in the distribution of adsorbates on the surface) onthe metal. Because of the presence of the core-hole, this
the Na, Cs/Cu(111) excited states was found to be very large,exciton is not mobile (i.e. remains localized around a given

dominating the natural width of the excited stéfte. atomic center) on the time scale of the core-hole lifetime
A few conclusions can be drawn from these detailed and, thus, it provides another example of a localized
studies on the Cs/Cu(111) and alkali/Cu systems: excitation on an adsorbate. Experimentally, such core-excited

(i) It appears possible to have adsorbate systems with veryStates have been much studied by synchrotron radiation
long-lived excited states on metal surfaces, due to a projected®XPeriments. Similar to the excited states discussed in the
band gap. However, not all systems with a projected band Previous section, core-excited states can also induce various
gap exhibit a long-lived state. For example, the C&r¥) rearrangement processes at surfaces, and detailed studies have
resonance of the CO molecule is very short-lived on a been devoted to the various ionic, neutral, and cluster
Cu(111) surface, as has been found experimentafiitand desorption processes mediated by rare gas excitation in rare
theoretically!62472473A detailed analysis of several systems 98S overlayers (see, e.g., a review in refs 476 and 477). In

shows that the best case for a long-lived state is a neutralthe context of the present review, we will stress two
polarizable system, with a level not too low in the surface- @sPects: studies on the excited electron transfer into the metal

projected band gaf5? and analysis of the effect of the neighbors in the adsorbed

(i) A very long-lived excited state is likely to induce |aYers on the localized exciton. _
energy transfer between electronic and nuclear degrees of The existence of two different channels for the autoion-
freedom, i.e., to induce a rearrangement process. For thesézation of core-excited atoms adsorbed on metal surfaces is
very appealing systems, an explicit account for the evolution the basis of the so-called “core-hole clock” spectroscépy®
of the excited-state characteristics along the reaction pathThese two decay routes are schematically illustrated in Figure
has to be included in the analysis of TR-2PPE signals in 29- After the initial excitation (a) of a core electron into an
order to extract the proper characteristics of the system, i.e.,unoccupied bound resonance, the Auger decay of the core

the excited-state energy, lifetime, and coherence time. ~ hole can proceed (b) once the outer electron has been
transferred into the substrate (“normal Auger” contribution)
6.5. Localized Excitons Formed by Inner-Shell or (c) with this outer electron as a spectator (“Auger resonant

Excitation in Surface Overlayers Raman” Qor_ltribution). These two decays lead to differ_en_t
characteristic energies of the Auger electrons, so that it is

Another kind of excited states localized on adsorbates canexperimentally possible to measure the relative importance

exist in the case of complete ordered layers. Consider, for of the two contributions. Furthermore, the two processes can
example, the case of the core-excited Ary2p4s) atom be distinguished due to their different behaviors with the
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energy of the photon initially used for the excitation. In the 4s orbital lies inside a surface-projected band gap. More
case of the Auger resonant Raman channel, there is a lineaprecisely, the charge-transfer times are 12 fsafd ML of
relation between the kinetic energy of the electron emitted Ar coverage on Cu(111) surfaces and 6.6 fisddl ML of

into the vacuum and the energy of the incident photon. This Ar coverage on Cu(100) surfacE¥$.This confirmed the
can be naively interpreted in terms of lacal energy validity of the criteria found for the observation of a band
conservation, i.e., within the adsorbed atom. More precisely, gap-induced reduction of the charge-transfer rate (see above
in the Auger resonant Raman channel the coherence betweeand ref 462). It also stresses the fact that the presence of a
the initial excitation process and the core-hole decay is core hole on the Ar adsorbate, i.e., the very large excitation
preserved despite the presence of the substrate. On thenergy of the state, does not qualitatively influence the
contrary, for the normal Auger contribution, the kinetic dynamics of the outer electron. An experimental study using
energy of the Auger emitted electron is independent of the the core-hole clock method of the Ar+(2p4s)/Cu(111)
photon energy. This can be easily understood; once the outesysten® yielded a charge-transfer time of 7 fs, also much
electron has been transferred into the substrate, moving awayarger than the one predicted for a free-electron system.
from the adsorbate and suffering inelastic scattering processeShough the experimental time is not as large as the
in the metal, the memory of the initial photon energy theoretical oné8it also confirms the charge-transfer block-
(electron phase) is quickly lost. Therefore, the normal Auger ing role of the surface-projected band gap. More recently, a
decay channel can be interpreted as composed of twojoined experiment-theory study compared the Ars2p4s)/
incoherent processes: (i) the core-hole excitation and Cu(111) and Ar*(2p, 4s)/Cu(100) systems; the longer
subsequent charge-transfer into the substrate, followed bycharge-transfer time on Cu(111) could be attributed to the
(II) the core-hole dgcay of the cation I_eft on the surface. h|gher energy position of the 4s orbital in the Cu(]_]_]_)
Under the assumption that the decay time of the core holesyrface-projected band gap, that enhances the RCT-blocking
(zen) is not influenced by the adsorption, one can get the effect of the projected band g&¥.

charge-transfer timerér) of the excited electron into the
substrate from the ratio between resonant Ranhgnafd
normal (y) contributions. Defining the Raman fraction as

f = Ir/(Ir + In), it can be easily shown thatr ~ e f/

(1 — f). Taking into account the typical experimental
uncertainties®” this technique allows for the access of
charge-transfer times in the range z1< 7ct < 10zch.
Typical values forcc, range from a few to 10 femtoseconds.
Therefore, the core-hole clock spectroscopy provides a very
efficient method for measuring fast charge transfer for core-
excited adsorbates for which the Auger is the most efficient
decay process. The sensitivity of the core-hole clock
spectroscopy has been recently pushed to the atto-secon
range using CostetKronig decay channelé? In the Costet
Kronig transitions the initial and final holes belong to the
same electronic shell (same principal quantum numtjer,
This translates into larger transition matrix elements and very
fast decay times well below the femtosecond.

One of the most complete sets of data has been ac-
cumulated for Ar on the close-packed Ru(0001) surf&&t’
The charge transfer dynamics in this system has been recently
addressed using calculations of the surface Green function
from ab initio density functional calculatio® as described
in section 2.2.2. The calculations are performed for sym-
metric slabs containing 9 or 11 metal layers plus a monolayer
of Ar adsorbed on both the upper and bottom surfaces.
Consistent with previous studié¥,the most stable config-
uration of the Ar layer is found for the Ar atoms sitting
directly on top of the Ru atoms on the surface. The
&alculations containing core-excited Ar* are performed using
supercells of different sizes along the lateral directions, thus
corresponding to argon monolayers with different concentra-
tions of Ar*(2ps;; *4s) atoms. The cases studied correspond
to the ABAr*, ArgAr*, and ArsAr* formula units. Theab
initio pseudopotentié&i? for Ar* is constructed including a
hole in the 2p shell and turns out to be quite similar to that
6.5.1. Charge Transfer Studies of K. For an isolated Ar layer, the exciton associated with

Electron transfer between a core-excited atom and a metalAr*(2psz'4s) can be easily calculated. Since the core hole
substrate is expected to be rather similar to the one discusse@ffect is introduced in the pseudopotential, this is equivalent
in the previous section for lower energy excited states. to @ normal ground-state calculation. Unfortunately, this is
Indeed, a core-excited atom has the structure of a compactot possible when the same layer is adsorbed on a metal
ionic core with an outer excited electron around it. Very slab. Insuch a situation, the ground state corresponds to the
often, such excited states have been described using the so4s electron being transferred to the lowest available level of
called ‘Z+1" approximation, in which the core-excited state the metal slab. Sehez-Portat al'®* avoided this difficulty
of the atom is compared to a low-lying state of the next atom by performing constrained self-consistent calculations. In
in the periodic table. Within theZ+1” approximation, one  these calculations, one of the electrons is constrained to
can expect an Ar*(2q;14s) atom to look like a K(4s) atom  occupy a 4s atomic orbital linked to the Ar*(2p*4s) atom,
(see, e.g., adiscussion in refs 481 and 484). A few theoreticalwhile the rest of the electrons are allowed to freely
studies have been devoted to the adsorbsibstrate charge ~ accommodate the presence of such an excited adsorbate.
transfer in the case of core-excited atoms. In the first seriesWith this procedure, the 4s exciton associated with the Ar*
of studies'*®the Ar*(2ps;,14s) state has been studied within atoms appears at4 eV above the Fermi energy, which
the WPP approach described in section 2.2.1. The electroncompares well with the measured 3.4 #/Combining the
interaction with the Ar ionic core was described via a Hamiltonian obtained in the slab calculations with the Ru
pseudopotential, and the effect of the Ar neighbors was bulk Hamiltonian and recursive techniques, the surface Green
described using the self-consistent microscopic treatment offunction is calculate®® (see section 2.2.2). For the experi-
ref 152. The results for Ar adsorbed on Cu surfaces were mental Ru-Ar distance (3.5 A), the calculated charge-
found to much resemble thosea K adsorbate, though they transfer time for the 4s resonance is in the range 0f 2.9
were not identical. In particular, while charge-transfer times fs (depending on the Ar* concentration, see above), which
are very fast on a free-electron metal (1.1 fsdiol ML of is in quite good agreement with the experimental value of
Ar coverage of the surface), they are much longer when the 1.5 fs#87 One of the most striking results of the calculations
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is the very weak dependence of the charge transfer time onresults, and indeed, a systematic variation of the time constant
the height of the Ar monolayer above the Ru substrate. The can be found for the decrease of the population of the initial
charge transfer time only increases from-1295 fs for a wave packet with the polarization vector of the light. The
height of 3.5 A to 3.144.11 fs fa a 6 A separation. The  results are shown in Figure 30. The shorter charge-transfer
explanation of this fact relies once more on the electronic time (0.63+ 0.15 fs) is found for the wave packet created
structure of the substrate. For energies higher thdreV with light polarized along the normal to the surface. This
above the Fermi energy, the Ru(0001) surface presents ecorresponds to the experimental geometry. The experimental
projected band gap arourdd Once in the gap region, the value for the charge-transfer time is 0.320.09 fs. Thus,
number of available states for propagation in bulk Ru both theory and experiment confirm that the charge-transfer
increases as we move to lower energies, i.e., as we moveime is well below the femtosecond range for this system.
closer to the band gap minimum. This situation is similar to For different light polarization vectors, the theory predicts
that found for Cu(100) (see Figure 27). Thus, for a resonancean increase of the charge-transfer time. This time is
inside the gap, we typically find that, the lower its energy maximum (1.15t 0.15 fs) for polarizations parallel to the
position, the shorter its charge-transfer time. For the Ar/ surface.

Ru(0001) system, increasing the RAr distance translates

to a lower energy of the 4s level and, consequently, to an 6.5.2. Effect of Ar Neighbors on the Ar*(2ps,~14s) State
increment of the number of available final states for charge . . . .
transfer. This effect partially compensates the smaller overlap . 1 N€ €xperimental and theoretical studies on core-excited

between the 4s resonance and the states of the substrate, trf{* atomds dIbSC(ljJSSGd atbcljve \f/vere don(tahuts![rrl]g Zo:np;lette Ar
tends to increase the charge tranfer time, leaving a very weak 2Y€'S adsorbed on metal surfaces, so that the Ar* state was

dependence of the charge-transfer time on the-Ru surrounded by a certain number of neighbors that influence
the energy and the dynamics of the excited electron.

distance. : : )
. . . Comparison between systems with different numbers of
So far, we have restricted our discussion to the case of Ar adsorbed layers reveals an interesting phenomenon: the

on different metallic substrates. A recent joined experimental charge-transfer time between Ar* and the metal depends
and theoretical study addressed a system exhibiting a muchy,,ch on the position of the Ar* atom in the layer or more
stronger substrateadsorbate interaction, the c(4 2)S/  hrecisely depends much on the number of Ar layers separat-
Ru(0001) surface reconstructidft. The resonance studied ing it from the metal. For Ar+(2p, 14s)/Cu(111), the charge-

in this case appears experimentally at 1.65 eV above theyansfer rate is increasing from 12 fsrfa 1 ML layer to
Fermi energy. In the density functional calculations of the g0 fg (7700 fs) for Ar* in the outer layerf@ 2 ML (3
ground state of this reconstruction (no core-excited S atoms),ML) coverage of the surfacéd The strength of this effect

a corresponding very weakly dispersing and quite broad j5 remarkable: the charge-transfer time is increasing by a
feature appears at2.0 eV (i.e. right below the projected factor 20-30 for each added monolayer. A similar effect
band gap af’). The reasonable agreement in the position of ha5 heen observed using the core-hole clock method, on
the level points to weak excitonic effects in this case, and multilayered Art/Xe/Ru system§2487 49T hese experiments
therefore, the core hole was not included in the calculations. 5155 showed a drastic increase of the charge-transfer time
The nature of this resonance is quite dn‘fere_nt compared t0\when the electron has to tunnel through a rare gas layer.
the case of Ar/Ru(0001). While for weakly interacting Ar -~ gych a low transmission efficiency of the rare gas Ar (or
the resonance can be identified with the atomic 4s state, iNXe) layer is attributed to its insulating properties: the 4s
the case of c(4x 2)S/Ru(0001), the resonance (or reso- gjectron energy lies inside the Ar (or Xe) bulk band gap,
nances) can be pictured as composed of antibonding stateg g the 4s electron has to tunnel through the Ar layer in
coming from the hybridization of the 3p states of Swiththe .qer to be transferred from Ar* into the metal. The
neighboring Ru atoms. The corresponding bonding states,ingylating property appears for a single Ar monolayer which
with a stronger S 3p character, can be foursieV below  4jready has a very low transmission efficiency. This effect
the Fermi level. Assuming that an antibonding resonance p5s 1o e linked to the corresponding one observed for image
appears in the same energy range for each of the three 3Ryiates on rare gas layers on metal surfaces (see section 5.2).
states of sulfur, then the nature of the wave packet in which The jmage states are confined in the vacuum, out of the rare
the electron is initially pumped will be strongly dependent a5 |ayer. Their decay involves inelastic interactions with
on the excitation process. Since the electron is excited fromp,k electrons; it also requires the transmission of the electron
a core state witts symmetry, it may be expected that, for  ih5ugh the rare gas layer and exhibits the same insulating
linearly polarized light with an electric fiel&, the electron effect150.152,291,345,494195 Qne can notice that the electron
will be promoted to a state with maximum overlap with the {ansmission through an Ar layer in the Ar*(@p'4s) casé#®

linear combinationPLi= Eq3p+ EyPDVDJ_r EA3pLIThe s eaker than that in the case of image states on Cuf2o6).
Green function projected ontdl] Gpp(w), is then calcu-  Thijs difference is attributed to the different energy positions

lated. The survival amplitudA(t) is obtained frorTG;P(w) of the excited state inside the Ar band gap that lead to
in the energy range of interest. To do this, we make different transmission efficiencies.
Re[A(w)] = —Im[Ggg(w)] only in an interval of energies Ar neighbors located in the same layer as Ar* or in outer

that extends from the Fermi level to 5 eV above it. Outside |ayers were also found to influence the charge-transfer time,
this energy window, Ré{(w)] is made to smoothly become  both experimentally and theoretical§?4¢’This effect, much
zero. ImA(w)] can be obtained from RA&{w)] using the  weaker than the transmission effect, has been attributed to
well-known relations between the imaginary and the real the Ar neighbors perturbing the polarization of the outer
parts of the Green functiort8’ The charge-transfer time can  electron and, through this, the stabilization effect of the
be estimated by two methods: by fitting Ggp(w) with a projected band gap (see the discussion in ref 148). The effect
Lorentzian or by directly estimating the time constant from of Ar neighbors on the energy of the Ar*(2p'4s) state

the decay ofP(t) = |A(t)|2. Both methods produce similar has also been analyzed for Ar* atoms in various environ-
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Figure 30. Theoretical charge transfer time for wave packets initially located at sulfur atoms on fcc and hcp hollow sites ix#)&/c(4
Ru(0001) surface. Panel (a) shows the structure of the surface (top and lateral views). Lighter (yellow) spheres represent the sulfur atoms
in the surface; darker spheres correspond to the ruthenium atoms. The initial wave packets are constructed by projecting different linear
combinations of the S 3p states onto the energy region corresponding to the resonance studied in ref 174. Panels (b) and (c) show the
electron density associated with the initial wave packets corresponding respectively to the projectiancfyrbitals (top and lateral
views are shown). The strong hybridization with the Ru atoms on the surface layer and the large dependence on the symmetry of the sulfur
orbital contributions are evident. Experimentally, this should be reflected as a strong dependence of the core-hole spectroscopy measurements
as a function of the polarization vector when using linearly polarized light (see the texty, yhendz coordinates shown in diagram (d)
correspond to the crystallographic directions [100], [010], and [001]. The angesi 0 define the orientation of the electric field vector
of the radiation with respect to these axes. Panel (e) shows the charge transfer time as a function of the symmetry of the initial wave packet
(i.e. the polarization of the electric field in the experiment). Circles and squares correspond respectively to sulfur atoms in fcc and hcp sites
of the surface. The experimental geometry used in ref 174 corresponds to a polarization of the synchrotron light normal to the surface

(¢ =0).

ments?®® The insulating properties of Ar appear as a caging 7. Summary and Outlook
effect in which the 4s orbital is confined by its Ar neighbors,
associated with the polarization of the surrounding Ar  Extensive theoretical study of electron and hole dynamics
medium. in bulk metals and at metal surfaces has been conducted since
The analysis of the outer electron dynamics in core-excited the middle of the 1990s. The developed models and first-
systems showed that it follows the same general propertiesprinciple calculations allowed one to study in detail the decay
as those of excited states at much lower energy, with the mechanisms of excited electrons (holes). In general, a good
presence of the core hole not influencing the outer electron agreement with measurements by different spectroscopies
dynamics. In addition, the localized character of these has been obtained. However, despite great success achieved
excitons inside complete layers make them an ideal play- during the past decade in the study of electron and hole
ground to decipher the influence of neighboring atoms on dynamics in bulk metals and at clean surfaces, as well as at
the characteristics of an excited state (energy and lifetime), surfaces with adatoms and adlayers, very much remains to
an important feature in the context of excited-state mediatedbe done in this very active research field. In particular, the
reaction mechanisms at surfaces. decay mechanisms have been mostly explored in paramag-
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netic and nonrelativistic (nonheavy) met&lg1°226.231n the

future, one can expect more calculations for bulk ferromag-
netics, for clean ferromagnetic metal surfaces, and for
surfaces covered with magnetic adatoms and adlayers. In
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